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Abstract: Norms are useful tools to regulate autonomous agents, and their generality is the focus of this paper. The generality of norms refers to the extent of behaviors the norms are capable of regulating. While very specific norms tend to be inefficient to avoid undesirable behaviors (since they are rarely activated), very general norms tend to limit excessively the options of the agents (since they are activated too often) hindering them to achieve the system goals. Therefore, a norm that efficiently regulates the agents should have a balanced generality, being neither too specific nor too general. Therefore, we consider that exploring the generality of norms is a fundamental key to obtaining efficient norms. However, the evaluation of their generality usually considers every behavior they regulate. Since it is likely an unfeasible task, in this paper, we investigate alternatives to estimate the norms generality from their syntactic characteristics. Based on these characteristics, we obtain different sequences of norms that vary approximately from the most specific to the most general. We assume thus that norms with a balanced generality are more easily found considering these orderings. Therefore, it is relevant to understand the impact of the syntactical characteristics in ordering the norms. In this context, we found out how different alternatives organize the norms space. This result is particularly useful for the development of algorithms for searching efficient norms that, through different strategies, may exploit how norms space is arranged and pruned.
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1 Introduction

Our social interactions are mediated by a vast and complex set of norms that exert a powerful influence on our decisions \cite{3}. When we drive a car, hold a position in a company or play a game, for example, norms are present. In Multi-agent Systems, norms have been employed as a mechanism to regulate the society of autonomous agents \cite{14} describing patterns of expected behaviors to promote, for example, coordination and cooperation between agents \cite{4}, conflicts avoidance \cite{24}, reachability of system goals \cite{28}, modeling of electronic institutions \cite{20}, \cite{9}, among others. Generally, they are conceived in the form of rules that, in certain contexts, impose restrictions on the agents behavior indicating which actions are permitted, prohibited, or obligatory \cite{6}. However, determining which norms effectively regulate the agents is a highly complex problem (NP-Complete) \cite{32} that requires exploring a possibly large space \cite{35}.
Consider a traffic scenario constituted of a 3×3 grid and 3 agents, ag1, ag2, and ag3, as shown in Figure 1.

Figure 1: The 3 × 3 grid of traffic scenario.

The vertices of the grid represent locations while the edges represent paths that connect such locations. The agents ag1, ag2, and ag3 are found initially on vertices a, b, and f, respectively, and the system goal is the agents reach a destination without getting into conflicts. A conflict, in turn, is characterized as a collision that occurs when an agent moves to a location occupied by another agent. The agents may choose to move between adjacent locations or keep on idling in their current locations. In this scenario, we may consider three different norms, n1, n2, and n3, such that, n1 prohibits just the agent ag1 to move to occupied locations, n2 prohibits any agent to move to occupied locations whereas n3 prohibits any agent to move.

When comparing norms n1 and n2, we realize that norm n2 regulates behaviors that norm n1 also does, however, the opposite does not occur. The norm n2 is thus more general than n1, i.e., n2 is applied to more circumstances than n1. Similarly, when comparing norms n2 and n3, we realize that norm n3 is more general than n2. On the one hand, if we choose norm n1 to regulate the agents, different collisions may occur since, if they wish, both agents ag2 and ag3 may move to occupied locations. This problem occurs because norm n1 is too specific, constraining a few behaviors that, in turn, is insufficient to avoid conflicts. On the other hand, if our choice is norm n3, no collision will occur, however, all agents will get stuck in their departure locations and, consequently, no destination will be reached. This problem occurs due to norm n3 being too general, constraining a great number of behaviors, preventing the agents from performing the actions necessary for the system goal. Therefore, both norms n1 and n3 are not good options to regulate the agents.

A norm with a balanced generality (i.e., neither too specific nor too general) is necessary for regulating the agents with efficiency. In this sense, if we choose norm n2, the agents will be able to move just between unoccupied locations. Thus, norm n2 is the option capable to avoid conflicts and keep the system goal achievable. In this regard, we consider that exploring the norms generality is a fundamental key to finding efficient norms (i.e., norms that avoid conflicts and keep the system goal reachable). However, determining the norms generality may be a complex and unfeasible task that may require computing all the agents behaviors the norms regulate. Consequently, just a few works [2], [18], [24], [23] explored the norms generality in the synthesis of norms.

In [2] we have proposed an approach in which the generality of norms is calculated according to some selected syntactic characteristics of the norms specification. Then, considering the resulting generalities, we obtained a sequence of norms approximately from the most specific to the most general and verify the existence of a region of the sequence in which some norms are efficient. In this paper, we follow our initial ideas presented in [2] introducing new alternatives of syntactic assignments for calculating the generality of norms that, in turn, enable us to obtain different sequences of norms. Consequently, the region in which efficient norms are found in the resulting sequences is affected. In this direction, we aim to investigate how different syntactic assignments impact the sequences of norms and use this knowledge for building an algorithm for searching for efficient norms.

The remainder of this paper is structured as follows. In section 2 we present the basic concepts that underlie our approach. In section 3 we further explore the norms generality, introducing different generality assignments through a syntactic perspective. In section 4 we present some experiments where norms are organized by the previous assignments. Then, we discuss the results in order to answer our research question, and we point out some directions of how such assignments may be used in a search for efficient norms. In section 5 we discuss related work. Lastly, in section 6 we present our conclusions and future works.

2 Background

We start this section by introducing a restricted form of a first-order language, which is the base of our approach. We refer to the traffic scenario, introduced in the previous section, along the text to exemplify some concepts.

**Definition 1 (Language)** Let \( L = \langle \text{Pred}^\mathcal{L}, \text{Var}^\mathcal{L}, \text{Const}^\mathcal{L}, \text{Conec}^\mathcal{L} \rangle \) be a first order language, such that, \( \text{Pred}^\mathcal{L} = \{ \text{pred}_1, \ldots, \text{pred}_k \} \) is a set of predicate symbols, \( \text{Var}^\mathcal{L} = \{ v_1, \ldots, v_l \} \) is a set of variable symbols, \( \text{Const}^\mathcal{L} = \{ c_1, \ldots, c_k \} \) is a set of constant symbols, and \( \text{Conec}^\mathcal{L} = \{ \land \} \) is a set of logical connectives.
An atomic formula \( p \) is a predicate symbol associated with a finite set \( \text{Terms}^p \) of terms. A term, in turn, is either a constant or a variable. We assume that terms described by distinct symbols represent distinct objects, variables symbol start with uppercase letters while constants symbol start with lowercase letters. Furthermore, a ground atomic formula is an atomic formula whose terms are all constants. On the other hand, an unground atomic formula is an atomic formula that has, at least, one variable. For convenience, we define a strict unground atomic formula as an unground atomic formula whose terms are just variables. We also refer to \( \mathcal{L}^g \) and \( \mathcal{L}^{um} \) as the sets of all ground and strict unground atomic formulas of \( \mathcal{L} \), respectively. The well-formed formulas of \( \mathcal{L} \) are given by the formation rules of the first-order logic \cite{30} considering the connectives in Conec.

**Example 1** Consider that \( \{\text{next}, \text{at}\} \subset \text{Pred}^c \), \( \{L_1, L_2\} \subset \text{Var}^c \), and \( \{ag_i, a\} \subset \text{Const}^c \). Through combining such symbols, we have as a strict unground atomic formula \( \text{next}(L_1, L_2) \in \mathcal{L}^{um} \) to denote that an arbitrary location \( L_1 \) of the grid is adjacent to another arbitrary location \( L_2 \). Moreover, we have as a ground atomic formula \( \text{at}(ag_i, a) \in \mathcal{L}^g \) to denote that an agent \( ag_i \) is at location \( a \) of the grid.

**Definition 2 (System State)** A system state \( s = \{p_1, \ldots, p_j\} \) is a set of ground atomic formulas. The set \( S = \{s_1, \ldots, s_s\} \), such that, \( S \subseteq 2^\mathcal{L}^{um} \), is the set of all system states.

The system states are built according to the closed-world assumption, i.e., if a ground atomic formula is not explicitly included on a state, it does not hold in such state \cite{25}.

**Definition 3 (Action)** An action is a tuple \( a = (\text{Terms}^a, \text{Pre}^a, \text{Add}^a, \text{Del}^a) \), such that, \( \text{Terms}^a = \{v_1, \ldots, v_i\} \) is a set of terms, \( \text{Pre}^a = \{p_1, \ldots, p_j\} \) is a set of preconditions that must hold for \( a \) to be executed, \( \text{Add}^a = \{p_1, \ldots, p_j\} \) is a set of addition effects that start to hold after the execution of \( a \), and \( \text{Del}^a = \{p_1, \ldots, p_j\} \) is a set of deletion effects that does not hold after the execution of \( a \), where \( \text{Terms}^a \subset \text{Var}^c \) and \( \text{Pre}^a, \text{Add}^a, \text{Del}^a \subset \mathcal{L}^{um} \), with \( \text{Var}^c \) introduced in definition \( 1 \). The set \( A = \{a_1, \ldots, a_n\} \) is the set of all actions.

**Example 2** Consider that \( \text{move} \in A \) and it is described as \( \text{move} = \{(\text{Ag}_1, L_1, L_2), \{\text{at}(\text{Ag}_1, L_1), \text{next}(L_1, L_2)\}, \{\text{at}(\text{Ag}_1, L_1)\}, \{\text{at}(\text{Ag}_1, L_1)\}\} \). According to such action, for an agent \( \text{Ag}_1 \) to move from a location \( L_1 \) to a location \( L_2 \), \( \text{Ag}_1 \) must be at \( L_1 \), which, in turn, must be \( \text{next} to L_2 \). After move execution, \( \text{Ag}_1 \) will be at location \( L_2 \) and it will no longer be at location \( L_1 \).

**Definition 4 (Action Instance)** An action instance \( a \) is a copy of an action \( a \in A \), such that, \( \text{Term}^a \subset \text{Const}^c \) is a set of constants and \( \text{Pre}^a, \text{Add}^a, \text{Del}^a \subset \mathcal{L}^{um} \) are sets of ground atomic formulas, with \( \text{Const}^c \) and \( A \) introduced in definitions \( 1 \) and \( 2 \) respectively. The set \( \mathcal{A}' = \{a_1, \ldots, a_j\} \) is the set of all action instances.

The set \( \mathcal{A}' \) can be obtained by replacing the variables of an action \( a \) by all constants in \( \text{Const}^c \). Moreover, the signature of an action is a concatenation between its identifier, an open parenthesis, the action’s arguments, and a closing parenthesis. For example, the signature of action \( \text{move} \), introduced in example \( 2 \), is \( \text{move}(\text{Ag}_1, L_1, L_2) \).

In the next examples, we will refer to both actions and action instances through their signatures.

**Definition 5 (State-Transition Function)** A state-transition function \( \gamma : S \times \mathcal{A}' \rightarrow S \) describes to which state \( s \in S \) the system goes when an agent executes an action \( a \in \mathcal{A}' \) over an state \( s_i \in S \), such that, if \( \text{Pre}^a \subseteq s_i \), then \( s = (s_i - \text{Del}_a) \cup \text{Add}_a \), with \( S \) and \( \mathcal{A}' \) introduced in definitions \( 2 \) and \( 4 \) respectively.

**Example 3** Consider the system state illustrated by Figure \( 7 \). It is described as \( s_i = \{\text{at}(\text{Ag}_1, a), \text{at}(\text{Ag}_2, b), \text{at}(\text{Ag}_3, f), \text{next}(a, b), \text{next}(a, d) \ldots \text{next}(h, i), \text{next}(f, i)\}\) with \( s_i \in S \). Also, consider the action \( \text{move}(\text{Ag}_2, a, d) \in \mathcal{A}' \) whose preconditions, addition and deletion effects are, respectively, stated by \( \text{Pre}^m = \{\text{at}(\text{Ag}_2, a), \text{next}(a, d)\} \), \( \text{Add}^m = \{\text{at}(\text{Ag}_2, d)\} \), and \( \text{Del}^m = \{\text{at}(\text{Ag}_2, a)\} \). Since \( \text{Pre}^m \subseteq s_i \), if the agent \( \text{Ag}_2 \) executes such action over state \( s_i \), the system changes to state \( s = \{\text{at}(\text{Ag}_1, d), \text{at}(\text{Ag}_2, b), \text{at}(\text{Ag}_3, f), \text{next}(a, b), \text{next}(a, d) \ldots \text{next}(h, i), \text{next}(f, i)\} \), with \( s \in S \).

Another important concept of our work is the concept of conflict. Generally, conflicts are defined according to certain particular characteristics of the areas in which they are considered. However, most of such definitions share that a conflict may be seen, in essence, as “an undesirable or critical situation which should be avoided” \cite{10}. In MAS, there exist different types of conflicts, and they may arise from different sources as resource scarcity or task interdependencies, for example \cite{44}. In this work, we consider that a conflict is a situation that causes negative impacts on the system, as a result of the agents executions, compromising the system goal reachability.

\footnote{For simplicity, we omitted some atomic formulas that represent adjacent locations.}
Definition 6 (Conflict) A conflict \( c = \{p_1, \ldots, p_i\} \) in the system is a set of strict unground atomic formulas that should ideally not hold. The set \( C = \{c_1, \ldots, c_j\} \), such that, \( C \subseteq 2^{\mathcal{L}^{un}} \), is the set of all types of conflicts that may occur during the system execution.

Example 4 A collision between agents is one type of conflict that may occur on the grid. It may be described as \( c = \{\text{at}(\text{Ag}_1, L_1), \text{at}(\text{Ag}_2, L_1)\} \). Thus, according to \( c \), a collision occurs when two distinct agents \( \text{Ag}_1 \) and \( \text{Ag}_2 \) are at the same location \( L_1 \).

Definition 7 (Conflict Instance) Given a conflict \( c \in C \), \( I^c = \{c'_1, \ldots, c'_k\} \) is a set of instances of \( c \), with \( C \) introduced in definition 6. An instance \( c' \in I^c \) is a copy of conflict \( c \) whose atomic formulas are ground, such that, \( c' \subseteq \mathcal{L}^{sol} \).

Example 5 An instance of conflict \( c_1 \), from example 4, is \( c' = \{\text{at}(\text{Ag}_1, a), \text{at}(\text{Ag}_2, a)\} \) which denotes that both agents \( \text{Ag}_1 \) and \( \text{Ag}_2 \) are at location \( a \).

The conflict instances may be obtained by a unification process [29], as in logic programming [7], between the strict unground atomic formulas of a conflict and the ground atomic formulas of a system state.

Definition 8 (Conflict State) A system state \( s \in S \) is said to be a conflict state if \( \exists c \in C \exists c' \in I^c : c' \subseteq s \), with \( S, C, \) and \( I \) introduced in definitions 3, 6, and 7, respectively.

There exist different types of goal in MAS [34]. In this work, the system goal is defined as declarative, i.e., it describes a desired situation (state of affairs) that should be reached by the agents [21].

Definition 9 (System Goal) The system goal \( G = \{p_1, \ldots, p_i\} \) is a set of ground atomic formulas, such that, \( G \subseteq \mathcal{L}^{sol} \).

Definition 10 (Goal State) A system state \( s_G \in S \) is said to be a goal state if \( G \subseteq s_G \), with \( S \) and \( G \) introduced in definition 8 and 9, respectively. The set \( S_G = \{s_G \in S \mid G \subseteq s_G\} \) is the set of all goal states.

Example 6 Consider again the system state \( s \) from example 3. Consider also the system goal for the traffic scenario is \( G = \{\text{at}(\text{Ag}_1, d), \text{at}(\text{Ag}_2, b), \text{at}(\text{Ag}_3, f)\} \). Therefore, the state \( s \) is a goal state since \( G \subseteq s \).

To achieve the system goal, the agents should reach a goal state without reaching a conflict state. Different mechanisms have been proposed to help the agents to solve conflicts [12, 27]. In this scenario, a well-employed mechanism is norms [12]. In this work, norms are employed as expectations of which behaviors the agents must exhibit to avoid conflict states in order to preserve the reachability of the system goal. Although there exist different types of norms in MAS, we employ the regulative norms [5].

Definition 11 (Norm) A regulative norm \( n = \varphi^\prime \rightarrow a^n \) is a rule that applies a deontic operator \( a^n \in \{\text{prh, obl, perm}\} \) over an action \( a^n \in A \) when both activation context \( \varphi^\prime = \{p_1, \ldots, p_i\} \) and preconditions of \( a^n \) hold, such that, \( \text{prh, obl, perm stand for prohibition, obligation and permission, respectively, with } \varphi^\prime \subseteq \mathcal{L}^{un} \) and \( A \) introduced in definition 3.

Example 7 Consider the conflict introduced in example 4. A norm to regulate the agents avoiding collisions and keeping them safe to reach their destinations may be described as \( n = \{\text{at}(\text{Ag}_1, L_2)\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2) \). In natural language, \( n \) may be read as “if an agent \( \text{Ag}_1 \) is at a location \( L_2 \), then another agent \( \text{Ag}_1 \) is prohibited to move from some location \( L_1 \) to a location \( L_2 \).”

Definition 12 (Norm Instance) Given a norm \( n \), \( I^n = \{n'_1, \ldots, n'_j\} \) is a set of instances of \( n \), where an instance \( n'' = \varphi'' \rightarrow a^n'' \) is a copy of \( n \), such that, \( \varphi'' \subseteq \mathcal{L}^{sol} \) is a set of ground atomic formulas, \( a^n'' \in A' \) is an action instance and \( a^n'' \) is a deontic operator, with \( A' \) and \( n \) introduced in definitions 4 and 11, respectively.

Example 8 Consider the norm \( n \) from example 7. An instance of \( n \) is \( n'' = \{\text{at}(\text{Ag}_1, b)\} \rightarrow \text{move}(\text{Ag}_1, a, b) \) that prohibits agent \( \text{Ag}_1 \) to move from location \( a \) to location \( b \) if agent \( \text{Ag}_1 \) is at \( b \).

As well as it occurs with conflict instances, norm instances can be obtained by a unification process between the strict unground atomic formulas of a norm and the ground atomic formulas of a system state. Therefore, the norm is regulating the agents if there exists a norm instance for such state.
Definition 13 (Norm Activation) Given a system state \( s \in S \) and a norm \( n \), \( n \) is active in \( s \), denoted by \( n \triangleright s \), if \( \exists s' \in T_n \), such that, \( \phi^n \cup \text{Pre}^{a^n} \subset s \), with \( S \), \( \text{Pre}^{a^n} \), \( n \), and \( T^n \) introduced in definitions 2, 3, 11, and 12 respectively.

If \( n \triangleright s \), then there exists a possibility to the system transits to a conflict state. In order to avoid such state, the norm \( n \) may prohibit (\( \phi^n = \text{prh} \)), obligate (\( \phi^n = \text{obl} \)), or permit (\( \phi^n = \text{perm} \)) the execution of action \( a^n \) in \( s \).

Example 9 Consider the system states \( s \) and \( s' \) from example 2. Consider also the norm \( n \) and its instance \( n' \) from examples 2 and 3 respectively. Such norm is active in state \( s_i \), since \( \phi^n \cup \text{Pre}^{a^n} \subset s_i \), then the norm \( n \) is regulating the agent \( \text{ag}_1 \), through its instance \( n' \). However, since \( \phi^n \cup \text{Pre}^{a^n} \not\subset s \), no agent is being regulated by norm \( n' \) in state \( s \). Moreover, consider a norm \( n_1 = \{ \} \rightarrow \text{move}(\text{ag}_1, \text{L}_1, \text{L}_2) \). Since the activation context of \( n_1 \) is empty, such a norm becomes active in every system state where the preconditions of \( \text{move} \) holds. One instance of \( n_1 \) is \( n'_1 = \{ \} \rightarrow \text{move}(\text{ag}_1, \text{a}, \text{b}) \). Since \( \text{Pre}^{a^n} \subset s \), the agent \( \text{ag}_1 \) is prohibited to \( \text{move} \) from \( \text{a} \) to \( \text{b} \) independently of agent \( \text{ag}_2 \), as \( \text{ag}_2 \) is at \( \text{b} \).

During their reasoning cycle, the agents consider analyzing the existence of norms active in the system states to be aware of which actions they are constrained to execute.

Definition 14 (Efficient Norm) Given a conflict \( c \in C \) and a norm \( n \in N \), \( n \) is said to be efficient if: i) \( \forall s \in S \exists a_1, a_2, a_3, \ldots, a_i \in A \colon n \triangleright s \rightarrow s_1 = \gamma(s, a_1) \land s_2 = \gamma(s_1, a_2) \land s_3 = \gamma(s_2, a_3) \land \ldots \land s_g = \gamma(s_{i-1}, a_i) \) (for each system state where the norm is active, there exists a sequence of action instances that leads the system to a system goal), with \( s_0 \in S_G \) and \( i \geq 1 \); and ii) \( \forall s \in S \exists s' \in S \exists s'' \in I \colon n \triangleright s \rightarrow s' \not\subset s'' \) (for each system state where the norm is active, there is no state where the conflict occurs), where \( S, A, C, G, S_G \) are introduced in definitions 2, 3, 4, 6 and 7 respectively.

Example 10 Consider again the conflict \( c \) and norm \( n \) from examples 4 and 6 respectively. The norm \( n \) may be considered an efficient norm since no collision occurs when it is regulating the agents and to each system state where it is active there exists a sequence of actions that the agents reach their destinations.

Definition 15 (Goal Reachability) The system goal \( G \) is said to be reachable if for all conflict \( c \) there exists, at least, one efficient norm to avoid it, with \( C \) and \( G \) introduced in definitions 3 and 7 respectively.

Therefore, when executing their plans, if the agents comply with the efficient norms, the system goal keeps reachable.

Definition 16 (Norms Space) The norms space \( N = \{ n_1, \ldots, n_i \} \) is a set constituted by all possible norms of a given domain, such that, each tuple \( (\phi^n, a^n, \alpha^n) \in (2^{\text{Pre}^{a^n}} \times A \times \{ \text{prh}, \text{obl}, \text{perm} \}) \) constitutes a norm \( n = \phi^n \rightarrow a^n \), with \( A \) and \( n \) introduced in definitions 3 and 12 respectively.

The norms space is constituted by norms that vary both the actions they regulate and the atomic formulas that form their activation contexts. Such contexts, in turn, vary their length from 0 (as the norm \( n_i \) from example 9) up to \( |L^{a^n}| \).

Lastly, we may define what a Normative Multi-agent System is according to our perspective.

Definition 17 (Normative Multi-agent System) Let \( n\text{MAS} = \langle Ag, S, s_0, A', C, G, N \rangle \) be a normative Multi-agent System, such that, \( Ag = \{ a_1, \ldots, a_9 \} \) stand for a set of agents while \( S, A', C, G, \) and \( N \) stand for, respectively, system states, actions instances, conflicts, system goal, and norms according to definitions 2, 4, 6 and 12 respectively. Moreover, \( s_0 \in S \) represents the initial system state.

In the next section, we start discussing the problem of determining the generality of norms. Then, we introduce an approach to assign the generality to norms through a syntactic perspective.

3 The Generality of Norms

As previously discussed in section 1 exploring the generality of norms is a fundamental key for finding efficient norms. In the context of this work, the generality of norms refers to the set of system states where the norms are active. We formalize such concept in definition 18. We also introduce the more general than operator as a mechanism to compare norms according to their generality.
Definition 18 (Norms Generality) Given a norm \( n \in N \), \( S_a^n = \{ s \in S \mid n \triangleright s \} \) is the set of system states in which the norm \( n \) is active, with \( S, n, \triangleright \), and \( N \) introduced in definitions 3 and 10, respectively. Given two distinct norms \( n_i, n_j \in N \), the norm \( n_i \) is more general than \( n_j \), denoted by \( n_i \succ n_j \), if \( S_{a^n_i} \subset S_{a^n_j} \), \( a^{n_i} \not= a^{n_j} \), and \( \sigma^{n_i} = \sigma^{n_j} \).

The relation is more general than between norms results in an irreflexive, asymmetric, and transitive partial order \( \{(n_i,n_j) \in N \times N \mid n_i \succ n_j \} \) on set \( N \). Obtaining such order is a semantic problem that requires: i) building the set \( S \) of system states (which may be huge); building the set \( S_{a^n} \) for each norm \( n \in N \); and iii) obtaining the pair of norms where one norm is more general than the other. However, this is a complex and possibly unfeasible task that needs comparing all norms.

To deal with this problem, we follow our initial ideas presented in [2] where the generality of norms is calculated according to some selected syntactical characteristics of the norms specification. In this work, we introduce new alternatives of syntactic assignments for calculating the generality of norms that, in turn, enable us to obtain different sequences of norms. Consequently, the region in which efficient norms are located in the resulting arrangements is affected. In this direction, we aim to investigate how different syntactic assignments impact obtaining sequence of norms to use this knowledge in the building of a search algorithm for efficient norms. In the following, we present the concepts and definitions that underlie our improved approach starting with the definition of generality value.

Definition 19 (Generality Value) A generality value is a real number that represents the generality of a norm.

For calculating the generality values, we propose the concept of generality function.

Definition 20 (Generality Function) A generality function \( f : N \rightarrow R^*_+ \) is a function that assigns a generality value \( f(n) \) to a norm \( n \in N \) according to certain syntactic characteristics of norm, with \( N \) introduced in definition 10.

According to definition 11 the syntactic characteristics of norms are the predicates, variables, atomic formulas, deontic operators, and actions. While some characteristics do not impact the generality of norms, as the actions and deontic operator, the occurrences of certain characteristics, such as the atomic formulas and variables, may influence the extent of agents behaviors the norms regulate. Consider, for example, the norms \( n = \{ \text{at}(Ag_3, L_2) \} \rightarrow \text{move}(Ag_1, L_1, L_2) \) and \( n_i = \{ \} \rightarrow \text{move}(Ag_1, L_1, L_2) \) from examples 7 and 9, respectively, such that, \( n_i \succ n \).

The former norm has 1 atomic formula and 4 variables, while the later norm has 0 atomic formulas and 3 variables. Although this is a simple example, we might consider that more specific norms tend to have a larger number of such characteristics than more general norms. Therefore, to calculate the generality values, a generality function may consider the number of atomic formulas and variables. For this, we additionally defined the concept of auxiliary function. An auxiliary function gives the occurrence of distinct elements of a certain syntactic characteristic. Since the number of deontic operators and actions is always 1, we do not define a specific function to count them. We define two auxiliary functions, namely, formulas and variables. The former function counts the norms unground atomic formulas in the activation contexts, while the latter function counts the number of variables.

Definition 21 (Formulas function) formulas: \( N \rightarrow Z_+ \) is a function that gives the occurrence of atomic formulas of a norm \( n \in N \), such that, \( \text{formulas}(n) = |\varphi^n| \), with \( N \) introduced in definition 10.

Definition 22 (Variables function) variables: \( N \rightarrow Z_+ \) is a function that gives the occurrence of variables of a norm \( n \in N \), such that, \( \text{variables}(n) = |\{ p \in \varphi^n \land \exists \alpha \in \text{Terms}_p \land \exists \varpi \in \text{Var} \mid t \} \cup \text{Terms}^{a^n} | \), with \( \text{Terms}^{a^n} \) and \( N \) introduced in definitions 3 and 10, respectively.

The auxiliary functions may be combined in different ways to build the generality functions. Therefore, the generality values of norms may vary according to the generality functions and certain norms may be assigned to the same generality value when they have the same occurrence of syntactic characteristics that are being exploited. Considering that, a more general norm must have a greater generality value than a more specific norm, we remark the following desirable property of generality functions.

Property 1 (Increasing Generality Function) A generality function \( f \) is said to be increasing if \( \forall n_i \in N \forall n_j \in N : n_i \succ n_j \rightarrow f(n_i) > f(n_j) \), with \( N \) and \( f \) introduced in definitions 10 and 20, respectively.

Definition 23 (Generality Set) Given a generality function \( f \), a generality set \( G_k = \{ n \in N \mid f(n) = k \} \) is a set constituted by the norms whose generality value is \( k \) which, in turn, is assigned by function \( f \), with \( k \) and \( f \) introduced in definitions 10 and 20, respectively.
Definition 24 (Generality Sets Sequence) Given a set of generality sets $G^S = \{G_i, G_j, \ldots, G_m\}$, we say that \(O = (G_i, G_j, \ldots, G_m)\) is an increasing sequence of generality sets from set \(G^S\) if \(i < j < \ldots < m\). We also say that $G^{\min}$, $G^{cen}$, and $G^{\max}$ are, respectively, the lower limit, the central and the upper limit generality sets of \(O\) if $G^{\min} = G_i$, $G^{cen} = G_k$ and $G^{\max} = G_m$ with $k$ being the median of \((i,j,\ldots,m)\).

Definition 25 (Contiguous Generality Sets) Given a set of generality sets $G^S$ and an increasing sequence \(O\) over it, we say that two generality sets $G_i$ and $G_j$, with \(\{G_i, G_j\} \subset G^S\), are contiguous in \(O\), represented by $G_i \ast G_j$, if \(i < j\) and there is no other generality set $G_k \in G^S$, such that, \(i < k < j\), where both $G^S$ and $O$ are introduced in definition 24.

The assignment of generality values to norms results in an organization of the norms space into an increasing sequence of generality sets. Through such sets, the norms are ordered approximately from the most specific to the most general, such that, as the norms become more general, the occurrence of syntactic characteristics the generality functions exploit decreases, while the norms generality value increases. Moreover, the number of generality sets in the resulting sequences, the size of such sets as well as their generality value vary according to the generality functions.

Definition 26 (Close Norms) Given two norms, $n_i$ and $n_j$, with \(\{n_i,n_j\} \subset N\), we say that $n_i$ and $n_j$ are close norms, represented by $n_i \ast n_j$, if $n_i > n_j$ and there is no other norm $n_k \in N$, such that, $n_i > n_k > n_j$.

Depending on the generality function, close norms are mapped to non-contiguous generality sets. Such functions distribute the norms into more generality sets, obtaining thus bigger sequences. In this context, we remark the following property of generality functions about the mapping of close norms into generality sets.

Property 2 (Contiguous Generality Function) A generality function $f$ is said to be contiguous if \(\forall n_i \in N \forall n_j \in N : n_i \ast n_j \rightarrow G_{k_1} \ast G_{k_2}\), where $k_1 = f(n_i)$, $k_2 = f(n_j)$, $n_i \in G_{k_1}$, and $n_j \in G_{k_2}$, with $N$ and $f$ introduced in definitions 16 and 20 respectively.

Example 11 Consider two sets of generality sets $G^S_1 = \{G_{0.22}, G_{0.50}, G_{0.80}\}$ and $G^S_2 = \{G_{0.18}, G_{0.33}, G_{0.61}, G_{0.97}\}$ obtained, respectively, by applying two distinct generality functions, $f_1$ (which exploits atomic formulas) and $f_2$ (which exploits variables), over a norms space $N = \{n_1, \ldots, n_7\}$. Consider also two sequences of generality sets, $O_1$ and $O_2$, obtained on sets $G^S_1$ and $G^S_2$, respectively. Figure 2 illustrates such sequences, where the generality sets are represented by vertical ellipses whose identifiers are in blue and the occurrences of syntactic characteristics the functions exploit are on the top of the ellipses. Moreover, the red edges represent more general than relations between close norms.

![Figure 2: An example of two sequences of generality sets.](image)

Although the generality relations represented in the sequences $O_1$ and $O_2$ is the same, the generality sets of such sequences are different. The former sequence is smaller and is composed by 3 generality sets, while the latter is composed by 4 generality sets. Considering the sequence $O_1$, it has $G^{\min} = G_{0.22}$, $G^{cen} = G_{0.50}$, and $G^{\max} = G_{0.80}$, where $G_{0.22} \ast G_{0.50}$ whereas not $G_{0.22} \ast G_{0.80}$. Except for norms $n_5$ and $n_6$, the others close norms are mapped to contiguous generality sets. On the other hand, considering the sequence $O_2$, it has $G^{\min} = G_{0.18}$, $G^{cen}$
= G_{0.47}$, and $G_{\max} = G_{0.97}$, where the generality value of set $G_{cen}$ is the median of generality values of generality sets of set $G_{\mathcal{S}}$ (recall definition 24). Except for norms $n_2$ and $n_5$, $n_3$ and $n_6$, and $n_4$ and $n_7$, the others close norms are mapped to continuous generality sets.

At this point, we have introduced the essential definitions to build the generality functions. A generality function combines the auxiliary functions to exploit one or two syntactic characteristics of norms to obtain an increasing sequence of generality sets. To make things clearer about how such functions behave, we firstly present a norms space in example 12 and, as the functions are introduced, we show the sequences of generality sets the generality functions obtain when applied on such space. Moreover, the representation schema of the resulting sequences is similar to the one in example 11.

**Example 12** Consider the norms space $\mathcal{N}$ for the traffic scenario is constituted by the following 10 norms that, in turn, vary the occurrence of atomic formulas and variables:

\[
\begin{align*}
 n_1 &= \{\text{at}(\text{Ag}_2, L_2), \text{next}(L_1, L_2)\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2), \\
n_2 &= \{\text{at}(\text{Ag}_2, L_2), \text{waiting}(\text{Ag}_1, L_2)\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2), \\
n_3 &= \{\text{next}(L_1, L_2), \text{waiting}(\text{Ag}_1, L_2)\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2), \\
n_4 &= \{\text{at}(\text{Ag}_2, L_2)\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2), \\
n_5 &= \{\text{next}(L_1, L_2)\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2), \\
n_6 &= \{\text{waiting}(\text{Ag}_1)\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2), \\
n_7 &= \{\} \rightarrow \text{move}(\text{Ag}_1, L_1, L_2), \\
n_8 &= \{\text{at}(\text{Ag}_2, L_2), \text{next}(L_1, L_2)\} \rightarrow \text{idle}(\text{Ag}_1, L_1), \\
n_9 &= \{\text{at}(\text{Ag}_1, L_1)\} \rightarrow \text{idle}(\text{Ag}_1, L_1), \\
n_{10} &= \{\} \rightarrow \text{idle}(\text{Ag}_1, L_1).
\end{align*}
\]

**Definition 27 (Generality Function NGI)** The generality function $\text{NGI}: \mathcal{N} \rightarrow [0, 1]$ exploits the number of atomic formulas of norms, according to definition 21 to assign a generality value to norms as follows:

\[
\text{NGI}(n) = \frac{1}{1 + \text{formulas}(n)} \quad (1)
\]

In the sequence of generality sets, as the generality values grow, the occurrence of atomic formulas decreases. Therefore, the fewer atomic formulas a norm has, the greater is its generality value. Thereby, such sequence starts with the norms that have the greatest number of atomic formulas and ends up with the norms that have the lowest number of such syntactic characteristic.

**Example 13** The Figure 3 illustrates the sequence $O_1$ obtained by applying the generality function $\text{NGI}$ on set $\mathcal{N}$.

The sequence $O_1$ is constituted by three generality sets, $G_{0.33}$, $G_{0.50}$, and $G_1$, whose norms have, 2, 1, and 0 atomic formulas, respectively. Moreover, we have that $G^\min = G_{0.33}$, $G^\cen = G_{0.50}$, and $G^\max = G_1$. According to function $\text{NGI}$, the most specific norms of $\mathcal{N}$ are those that form generality set $G_{0.33}$, while the most general norms are those that form generality set $G_1$.

**Definition 28 (Generality Function NGJ)** The generality function $\text{NGJ}: \mathcal{N} \rightarrow [0, 2]$ exploits the number of variables of norms, according to definition 25 to assign a generality value to norms as follows:

\[
\text{NGJ}(n) = \left\{ \begin{array}{ll}
\frac{1}{1 + \text{variables}(n)} \\
0 \\
1 \\
\end{array} \right. \quad (2)
\]

In the sequence of generality sets, as the generality values grow, the occurrence of variables decreases. Therefore, the fewer variables a norm has, the greater is its generality value. Thereby, such sequence starts with the norms that have the lowest number of variables and ends up with the norms that have the highest number of variables.
Example 14 The Figure 4 illustrates the sequence $O_2$ obtained by applying the generality function NGJ on set $N$.

The sequence $O_2$ is constituted by 3 generality sets, $G_{0.20}$, $G_{0.25}$, and $G_{0.33}$, whose norms have, 4, 3, and 2 variables, respectively. Moreover, we have that $G_{\min}^{G_{0.20}} = G_{0.20}$, $G_{\max}^{G_{0.25}} = G_{0.25}$, and $G_{\max}^{G_{0.33}} = G_{0.33}$. The close norms that have the same number of variables are assigned to the same generality value. It occurs with the norms $n_1$ and $n_4$ and norms $n_2$ and $n_4$ that are in the generality set $G_{0.20}$. Also, it occurs with the norms $n_3$ and $n_5$ and norms $n_3$ and $n_6$ that are in the generality set $G_{0.25}$. Since some norms of a generality relation are assigned to the same generality value, this function does not present the desirable property. Moreover, according to function NGJ, the most specific norms of $N$ are those mapped to set $G_{0.20}$, while the most general norms are those mapped to the set $G_{1.33}$.

Definition 29 (Generality Function NGK) The generality function $NGK: N \rightarrow [0, w]$, where $w \in \mathbb{R}_+^*$ (the positive real numbers), exploits the number of both atomic formulas and variables of norms, according to definitions 21 and 22 respectively, to assign a generality value to norms as follows:

$$NGK(n) = \frac{1}{\text{formulas}(n) + \frac{1 + \text{variables}(n)}{w}}$$

(3)

In the sequence of generality sets, as the generality values grow, the occurrence of both atomic formulas and variables decreases. Therefore, the fewer atomic formulas and variables a norm has, the greater is its generality value. Thereby, such sequence starts with the norms that have both the greatest number of atomic formulas and variables and ends up with the norms that have both the lowest number of such syntactic characteristics. Moreover, in respect to norms with the same number of atomic formulas, the parameter $w$ increases the generality value of norms with a lower number of variables.
Example 15 The Figure 5 illustrates the sequence \( O_3 \) obtained by applying the generality function \( NGK \) on set \( N \) with \( w = 10 \).

![Figure 5: Sequence \( O_3 \) obtained from the space \( N \).](image)

The sequence \( O_3 \) is larger than those of the previous functions. It is constituted by 7 generality sets, \( G_0 \) \( .40 \), \( G_0 \) \( .42 \), \( G_0 \) \( .66 \), \( G_0 \) \( .71 \), \( G_0 \) \( .76 \), \( G_2 \) \( .00 \), and \( G_3 \) \( .33 \). Such sets, in turn, are on average smaller than those of functions \( NGI \) and \( NGJ \). Moreover, we have that \( G_{\min} = G_0 \) \( .40 \), \( G_{\max} = G_0 \) \( .71 \), and \( G_{\max} = G_3 \) \( .33 \). In such sequence, the number of atomic formulas decreases from 2 to 0, while the number of variables of norms with the same number of atomic formulas may decrease from 4 to 2. According to function NGK, the most specific norms of \( N \) are those in the generality set \( G_0 \) \( .40 \), while the most general norms are those in the generality set \( G_3 \) \( .33 \).

Definition 30 (Generality Function NGF) The generality function \( NGF: N \rightarrow [0, 1 + |\text{Vars}_{\mathcal{L}}|] \), where \( \text{Vars}_{\mathcal{L}} \) corresponds to the set of variables of language \( \mathcal{L} \) (recall definition 7), also exploits the number of both atomic formulas and variables of norms, according to definitions 21 and 22 respectively, to assign a generality value to norms as follows:

\[
NGF(n) = \frac{1}{\text{formulas}(n) + \frac{1}{1 + |\text{variables}(n)|}} \tag{4}
\]

This function works similarly to the function NGK. However, as the generality values grow, the occurrence of atomic formulas decreases whereas the occurrence of variables increases. It is resulting from the inversion of the second fraction in the denominator of NGK's formula, where the weight \( w \) is fixed to 1, which derived the function NGF. Thereby, the sequence of generality sets starts with the norms that have both the greatest number of atomic formulas and the lowest number of variables and ends up with the norms that have both the lowest number of atomic formulas and the greatest number of variables. Since the greatest number of variables a norm may have is \( |\text{Vars}_{\mathcal{L}}| \), the the greatest generality value a norm may be assigned to is \( 1 + |\text{Vars}_{\mathcal{L}}| \), which is resulting of substituting variables(n) by \( |\text{Vars}_{\mathcal{L}}| \) in the denominator \( 1 + \text{variables}(n) \) of function NGF.

Example 16 The Figure 6 illustrates the sequence \( O_4 \) obtained by applying the generality function \( NGF \) on set \( N \).

The major difference between the sequences \( O_3 \) and \( O_4 \) is that, in the latter, the generality sets are arranged from the norms with the smallest number of variables to the norms with the biggest number of such syntactic characteristic. The sequence \( O_4 \) is also constituted by 7 generality sets, \( G_0 \) \( .44 \), \( G_0 \) \( .45 \), \( G_0 \) \( .75 \), \( G_0 \) \( .80 \), \( G_0 \) \( .83 \), \( G_3 \) \( .03 \), and \( G_4 \) \( .00 \), that are on average also smaller than those of functions \( NGI \) and \( NGJ \). Moreover, we have that \( G_{\min} = G_0 \) \( .44 \), \( G_{\max} = G_0 \) \( .80 \), and \( G_{\max} = G_4 \) \( .00 \). According to function NGF, the most specific norms of \( N \) are those in the set \( G_0 \) \( .44 \), while the most general norms are those in the set \( G_4 \) \( .00 \).

Table 1 compares the presented generality functions according to three criteria: i) having property 1 (yes or no); ii) having property 2 (yes or no); and iii) the number of generality sets (3 or 7).
Table 1: comparison between the generality functions.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>NGI</th>
<th>NGJ</th>
<th>NGK</th>
<th>NGF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Having property 1</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>having property 2</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Number of generality sets</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

The function NGI is the only one to map close norms to contiguous generality sets. Since the norms space is constituted by norms whose activation contexts vary from 0 to $|L_{af}|$ (recall definition 16), disregarding the norms with the greatest number of atomic formulas, for each norm $n_i$ in the space there exists a norm $n_j$, such that, $n_i * n_j$ and $\text{formulas}(n_i) = \text{formulas}(n_j) - 1$. Since such norms differ by one atomic formula, the function NGI, which just exploits this syntactic characteristic, makes them part of generality sets that are contiguous in the resulting sequence. As it might be seen, in the sequence $O_4$, except for the respective set $G_{\text{min}}$, the norms of a given generality set generalize the norms of the predecessor set, such that, they have one atomic formula of difference in their activation contexts. On the other hand, there is no guarantee that there exists two close norms that have one variable of difference among themselves. This way, we have that $\text{variables}(n_i) = \text{variables}(n_j) - m$, where $m \geq 0$ and $m \in \mathbb{N}$ (the natural numbers). When $m = 0$, such norms have the same number of variables, then the function NGJ, which just exploits this syntactic characteristic, assigns the same generality value to them. Thus, the function NGJ may not be considered an increasing generality function. As it might be seen, there are some close norms in the sequence $O_2$ that have the same number of variables and are in the same generality set.

Since the functions NGK and NGF exploit both the number of variables and atomic formulas they make close norms part of distinct generality sets, which may be contiguous or not (due to the difference between their number of variables and atomic formulas). Moreover, the functions NGK and NGF are more prone to obtain a bigger set of generality sets $G_S$ (recall definition 24) than functions NGI and NGJ. Therefore, the functions NGK and NGF make a fewer number of norms be part of a larger number of generality sets in the resulting sequences. As it will be shown in the next section, such a difference in the resulting sets $G_S$ has a significant impact on the experiments, mainly when we analyze the generality sets where efficient norms are found. In this regard, we present the following definition, which formalizes the existence of the efficient generality sets.

**Definition 31 (Efficient Generality Set)** Given a generality set $G_k$ and an efficient norm $n \in N$, we call $G_k$ as an efficient set, denoted by $G_k^{\text{apex}}$, if $n \in G_k$, with $n, N$, and $G_k$ introduced in definitions 14, 16, and 24, respectively.

In the sequences $O_1, O_2, O_3$, and $O_4$, the respective sets $G_k^{\text{apex}}$ are the generality sets $G_{0.50}, G_{0.20}, G_{0.66}$ and $G_{0.83}$. Such sets, in turn, have the norm $n_4 \in N$, which is an efficient norm, as explained in example 10.

In the next section, we introduce three scenarios where we perform some experiments in order to answer our research question. For this, we obtain an organization of the norms space to each scenario according to the generality functions NGI, NGJ, NGK, and NGF. Thereby, we may analyze how the scheme of grouping the norms into different generality sets, which vary in number and size, impacts the results of experiments and placement of efficient norms in the resulting organizations of the norms spaces. We finish the section by discussing the results of the scenarios and pointing out some directions of how the knowledge about the organization of the norms space may be useful for building an algorithm for searching for efficient norms.
4 Tests and Results

To answer our research question, we developed a system in Java for creating norms, simulating Normative Multi-agent Systems (nMAS), and summarizing the results. Initially, the system builds a space of prohibitive norms for a given application scenario to evaluate their efficiency in avoiding conflicts and keeping the system goal reachable when regulating the agents (the evaluation of other regulative norms as obligations and permissions will be considered for future work). Then, the nMAS is run for all tuples \((s_0,G,c,n)\) \(\in (S_0 \times G^* \times C \times N)\), where \(S_0\) is a set of initial states, \(G^*\) is a set of system goals, and \(N\) and \(C\) are introduced in definitions 6 and 16 respectively. This way, we obtain the possible executions of the nMAS for all norms. Secondly, the system generates a sequence of generality sets using the functions NGI, NGJ, NGK, and NGF as introduced in the definitions 27, 28, 29, and 30, respectively. In the third step, for each sequence of generality sets, the system summarizes the results of the nMAS executions.

During the nMAS execution, as the initial configuration changes, the agents behavior may vary, and different situations may lead to conflicts in the system. The execution of nMAS can result in: (i) system goal satisfied; (ii) conflict occurrence; or (iii) timeout. In the first case, the norm avoids conflicts and the agents remain able to perform the actions necessary for the system goal. In the second case, the norm does not effectively regulate the agents and conflicts arise. Lastly, in the third case, the norm may excessively regulate the agents, causing them to avoid conflicts, however, making the system goal unreachable.

During the summarization of results, to each generality set, the system obtains a rate (average) of satisfiability (system goals satisfied), conflicts occurrence, and timeout considering the results associated with the norms in such sets. Moreover, when analyzing the rates of satisfiability, we aim to identify the generality sets that contain efficient norms. This way, we may analyze if there exists a region in the sequences where the sets \(G^{apex}\) (recall definition 31) are more likely to be found. In this context, we specify 3 regions of the sequences of generality sets for comparison purposes, namely, \(region \ G^{cen}\), \(region \ G^{min}\), and \(region \ G^{max}\). The first region includes the set \(G^{cen}\) and those around it. The second region includes the set \(G^{min}\) and the next generality set. Lastly, the third region includes the set \(G^{max}\) and the predecessor generality set.

For the sets \(S_0\) and \(G^*\) a systematic sampling \([22]\) is employed with a confidence level of 95% and an error margin of 5%. We also defined the parameter \(w\) of function NGK as 10 for all scenarios, and we assume that the agents comply with the norms (there is no norm violation). Moreover, in the following graphics, the x-axis corresponds to sequences of generality sets, where the x values correspond to the generality values \(k\) of the generality sets (recall definition 23) and the y-axis corresponds to rates of satisfiability (blue lines), conflicts (red lines), and timeout (yellow lines). We obtained 4 graphics per scenario, one for each sequence. The generality function from which a sequence was obtained is identified next to the y-axis. The scenarios were tested on a computer using an Intel Core i5 5200U processor running at 2.2GHz, with Ubuntu 16.10 64-bit as the operating system and 8 GB of RAM.

4.1 Traffic Scenario

We implemented a traffic scenario adapted from [10]. Such scenario is similar to the one introduced in section 1 and is illustrated in Figure 7. However, the vertices of the current grid are changed to represent locations or tunnels, while edges still represent paths that connect such vertices. The grid has 2 tunnels, \(t_1\) and \(t_2\), that are represented by blue squares, and 7 locations, from \(a\) to \(g\), that are represented by gray circles. In turn, the tunnels entrance and exit are represented, respectively, by entry and depart edges. Moreover, there are 5 agents on the grid, \(ag_1\) to \(ag_5\), that intend to reach their destinations executing their traversal plans without colliding. The agents may choose to move between adjacent vertices or keep on idle in their current locations. After entering into a tunnel, the agent is required to move out in its next turn (it is neither possible to enter a tunnel from its exit nor keep on idle inside a tunnel).
In the initial states, the agents are placed in their departure locations, while in the system goals, they are placed in their destinations (tunnels are neither departure nor destinations). The agents, in turn, make use of Manhattan distance to estimate the best plan to reach the system goal. Let Vertices and Agents be, respectively, the sets of grid vertices and agents on it, then, in the worst case, each agent has $2^{|Vertices|}$ steps to finish its plan and thus the system timeout in $|Agents| \times 2^{|Vertices|}$ steps. The tests consisted of 225 initial states, 225 goals, and 14 norms. Thus, the nMAS was executed 708,705 times. The results of this scenario are illustrated in Figure 8. In such Figure (as well as in Figures 9 and 10 from the next two scenarios) we inserted a vertical dotted line in the middle of x-axes (i.e., the sequences) to highlight the distance from sets $G_{cen}$ to sets $G_{apex}$.

![Figure 7: An extension of $3 \times 3$ grid from section [1]](image)

In general, it can be seen that the conflict rates (red lines) are higher than other rates for most values of the x-axes. This is mainly due to the fact that most norms are not able to prevent collisions between agents. When agents are regulated by such norms, the execution of nMAS tends to lead to conflicts. However, as norms become more general, they exert more control over agents, which helps to reduce collisions and consequently the conflict rates. In this sense, we observe that conflict rates gradually decrease, even if only slightly. However, they
Employees and 30 documents in the repository. Let the repository. We also defined that the maximum number of documents an employee may have access to, the number of attempts to open such documents, and the number 2 represents the actions of entering and leaving the repository. Thus, the system was executed around $2.3 \times 10^7$ times. Figure 9 illustrates the results for this scenario.

2Timeout occurs when, for example, an agent gets stuck in a corner of the grid because other agents occupying adjacent vertices do not give way.
As in the previous scenario, it can be observed that conflict rates (red lines) are higher than other rates for most values of the x-axes. This is primarily due to the fact that most norms are unable to prevent employees with low credentials from accessing confidential documents. Thus, when employees are regulated by such norms, the execution of nMAS tends to lead to conflicts. The conflict rates gradually decrease, and around the middle of the x-axes they decrease even more. It can be observed that the sets $G_{0.33}$, $G_{0.33}$, $G_{0.400}$, and $G_{0.429}$ of functions NGI, NGJ, NGK, and NGF, respectively, have the highest success rates among the sequences to which they belong. This happens because such sets are formed by the norm $n' = \{\text{lowCredential}(Ag_1), \text{confidential}(Doc_1)\} \rightarrow \text{open}(Ag_1, Doc_1)$, which prohibits an employee $Ag_1$ from opening a document $Doc_1$ if his credential is low and $Doc_1$ is confidential. By adhering to the norm $n'$, employees with low credentials do not cause conflicts, and since there is enough time to achieve the system goals, the success rate of the previous sets are positively affected by the good performance of the system when it runs with the norm $n'$. In turn, the norm $n'$ has success, conflict, and timeout rates of 100%, 0%, and 0%, respectively. Since in all experiments the system goals are achieved and no conflicts happens when the norm $n'$ regulates the employees, we consider $n'$ to be an efficient norm. In this context, the sets $G_{0.33}$, $G_{0.33}$, $G_{0.400}$ and $G_{0.429}$ correspond to the sets $G^{\text{apex}}$ of sequences to which they belong. However, as in the previous scenario, the sets $G^{\text{apex}}$ also consist of inefficient norms, and consequently their success rates are negatively affected by the poor performance of the system when the employees are regulated by such norms. Therefore, the success rates of the sets $G^{\text{apex}}$ also do not reach 100%.

Moreover, since functions NGK and NGF obtain sequences with more sets with fewer norms on average, the sets $G^{\text{apex}}$ of such sequences have higher success rates than the sets $G^{\text{apex}}$ of sequences obtained by functions NGI and NGJ. Moreover, since the function NGJ obtains the smallest sequence, the generality sets of its sequence have more norms on average. Therefore, such a sequence has the set $G^{\text{apex}}$ with the lowest success rate.

The timeout rates (yellow lines) start in the region $G^{\text{cen}}$ in the sequences obtained by the functions NGK, NGF and NGI, while the timeout rate starts in the region $G^{\text{max}}$ in the sequence obtained by the function NGI. Moreover, the timeout rates in all sequences reach the highest value in the region $G^{\text{max}}$.

When analyzing the position of the sets $G^{\text{apex}}$ in the sequences of this scenario, we can see that there are basically two regions where such sets can be found. In the sequences obtained by the functions NGI and NGJ, the sets $G^{\text{apex}}$ belong to the region of $G^{\text{cen}}$ (although in the sequence obtained by the function NGJ they are also part of the region $G^{\text{max}}$). In contrast, in the sequences obtained by the functions NGK and NGF, the sets $G^{\text{apex}}$ lie between the regions $G^{\text{cen}}$ and $G^{\text{max}}$. 

Figure 9: Results For the Security Scenario.
4.3 Medical Scenario

In this scenario, an outpatient service is offered to a set of patients who look for medical care. The service is provided in a medical center consisting of a waiting room and a medical office. The waiting room contains a password panel and three rows of four connected chairs. Due to COVID-19 [15] and social distancing policies, when two patients have a sit next to each other a conflict situation occurs (we assume the patients are wearing face masks and respecting the basic sanitary protocols). The behavior of patients consists of entering the waiting room (where they receive automatically a service password), choosing a chair to sit in, and waiting for the medical appointment. The choice of chairs is random, and if the norm prevents the patients from sitting down, they may choose to wait for the appointment while standing inside the clinic or outside. Due to the fear of contamination by COVID-19 in small and closed environments, the patients have an 80% of preference for the second option.

The panel shows a new password in an interval \( t \), and the patient owner of the current password enters the medical office and left it on his next turn. Let \( \text{Patients} \) be the set of patients, thus the system timeout in \( |\text{Patients}| \times t + 4 \) steps, where the value 4 represents the number of actions necessary for the last patient to satisfy the system goal when he is seated in a chair (i.e., get up from the chair, enter and leave the medical office, and finally leave the medical center). It is defined that \( t = 2 \times |\text{Patients}| \) and \( |\text{Patients}| = 12 \). The set \( S_0 \) is constituted by only one initial state specifying that all patients are outside the medical center. The set \( G^* \), in turn, is constituted by only one system goal specifying that all agents must receive medical attendance and, after that, leave the medical center (in order to avoid agglomerations inside it). Moreover, the tests consisted of 6150 norms, thus the system was executed 6150 times. Figure 10 illustrates the results of this scenario.

![Figure 10: Results For the Medical Care Scenario.](image-url)

In this scenario, it is also observed that conflict rates (red lines) are higher than other rates for most values of the \( x \)-axes, which is due to the fact that most norms cannot prevent patients from sitting next to each other. Thus, when patients are regulated by such norms, the execution of nMAS tends to lead to conflicts. However, in sequences of functions NGI, NGK, and NGF, the conflict rate decreases more sharply near the region \( G^{\text{max}} \), while the timeout rate increases more sharply near such a region. On the other hand, neither a decrease in the conflict rate nor an increase in the timeout rate is visually evident in the sequence of the function NGJ.

In this scenario\(^3\), the norm that efficiently regulates the patients is \( n'' = \{\text{sitting}(A_2, C_2), \text{next}(C_2, C_1)\} \rightarrow \)

---

\(^3\)The sequences obtained by the functions NGK and NGF have 39 generality sets, however, due to lack of space, most generality sets are omitted.
sit(\(Ag_1, C_1\)), which prohibits a patient \(Ag_1\) from sitting on a chair \(C_1\) if another patient \(Ag_2\) is sitting on a chair \(C_2\), which in turn is next to \(C_1\). The norm \(n^*\) has success, conflict, and timeout rates of 100%, 0%, and 0%, respectively. Since all executions of nMAS with norm \(n^*\) result in the system goals being achieved, we consider \(n^*\) to be an efficient norm.

The generality sets \(G_{0.333}, G_{0.200}, G_{0.400}\) and \(G_{0.455}\) of the functions NGI, NGJ, NGK and NGF, respectively, correspond to the sets \(G^{\text{apex}}\) of this scenario. Since the current norms space is larger than that of the grid and security scenarios, the generality sets of the current sequences are on average much bigger. Therefore, the sets \(G^{\text{apex}}\) of all current sequences are negatively affected by the great number of inefficient norms that form them, more than in the previous scenarios. This contributes to the satisfiability rate of sets \(G^{\text{apex}}\) of the functions NGI and NGJ is not visible in the corresponding graphs and the satisfiability rate of sets \(G^{\text{apex}}\) of the functions NGK and NGF is much lower than in the previous scenarios. When analyzing the location of the sets \(G^{\text{apex}}\), we found that the efficient norm lies between the regions \(G^\text{cen}\) and \(G^\text{max}\) in sequences obtained by the functions NGI, NGK, and NGF. However, in the sequence obtained by the function NGJ, the set \(G^{\text{apex}}\) is located in the region \(G^\text{min}\).

### 4.4 Discussion

Our approach organizes the norms space by placing norms into different sequences of generality sets. Through these sets, the norms are ordered approximately from the most specific to the most general. In the resulting sequences, as the norms get further away from set \(G^\text{cen}\) to the left, the norms start to have more occurrences of syntactic characteristics that the generality functions explore, which makes them hardly activate. As a result, norms on the left side of a sequence tend to have a higher conflict rate. In contrast, as the norms get further away from set \(G^\text{cen}\) to the right, they start to have less occurrences of syntactic characteristics that the generality functions explore, which makes them activate more easily. Consequently, the norms on the right side of sequences tend to have a higher timeout rate. Thus, an efficient norm is unlikely to be in the regions \(G^\text{min}\) and \(G^\text{max}\), since it should have a balanced generality to regulate agents efficiently. This means that the norm should be neither too specific nor too general so that it can be easily activated without over-regulating the agents. Although this reasoning leads us to believe that the set \(G^{\text{apex}}\) is likely to appear in the region \(G^\text{cen}\), both its position and satisfiability rate are differently affected by the syntactic characteristics exploited by the generality functions.

In order to answer our research question how different syntactic assignments impact the sequences of norms, Table 2 summarizes the results from the experiments by generality function according to four evaluation criteria: Sets - the number of generality sets; Dist - the distance between the sets \(G^{\text{apex}}\) and \(G^\text{cen}\) (given in number of generality sets); Pos - the position of sets \(G^{\text{apex}}\) in the sequences obtained by the generality functions (to the left or right of sets \(G^\text{cen}\) or \(\text{cen}\) when \(G^{\text{apex}} = G^\text{cen}\)); and Sat - the satisfiability rates of sets \(G^{\text{apex}}\).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
<th>Pos Sets</th>
<th>Dist</th>
<th>Sat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic</td>
<td>4</td>
<td>2</td>
<td>9.4%</td>
<td>right</td>
<td>3</td>
<td>1</td>
<td>5%</td>
<td>left</td>
<td>7</td>
<td>0</td>
<td>23.6%</td>
<td>center</td>
<td>7</td>
<td>1</td>
<td>23.6%</td>
<td>right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security</td>
<td>5</td>
<td>0</td>
<td>45%</td>
<td>center</td>
<td>3</td>
<td>1</td>
<td>41.1%</td>
<td>right</td>
<td>19</td>
<td>4</td>
<td>56.3%</td>
<td>right</td>
<td>19</td>
<td>4</td>
<td>56.3%</td>
<td>right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>12</td>
<td>4</td>
<td>0.35%</td>
<td>right</td>
<td>4</td>
<td>2</td>
<td>0.03%</td>
<td>left</td>
<td>39</td>
<td>11</td>
<td>3.2%</td>
<td>right</td>
<td>39</td>
<td>14</td>
<td>3.2%</td>
<td>right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Comparison between the results from the experiments.

For all scenarios, the functions NGK and NGF obtained the greatest number of generality sets and sets \(G^{\text{apex}}\) with the greatest satisfiability rate. Except for the traffic scenario, where the set \(G^{\text{apex}}\) is in the middle of the sequence obtained by function NGK, both functions NGK and NGF obtained sequences that have their set \(G^{\text{apex}}\) on their right side. On the other hand, the sequences obtained by function NGJ have the set \(G^{\text{apex}}\) with the smallest satisfiability rate. Such sets are on the left or right side of the corresponding sequences. Lastly, the sequences obtained by function NGI have a set \(G^{\text{apex}}\) with satisfiability rate greater than those of sequences obtained by function NGJ; however, lower than those of sequences obtained by functions NGK and NGF. The sequences obtained by function NGI have the set \(G^{\text{apex}}\) on their middle or right side. Moreover, concerning the distance between the sets \(G^{\text{apex}}\) and \(G^\text{cen}\), in the sequences obtained by functions NGI and NGJ, they are on average 1.33 and 2 apart, respectively. In the sequences obtained by functions NGK and NGF, such sets are, respectively, on average 2.6 and 3 apart.

According to these results, we can conclude that functions that exploit two syntactic characteristics of the norms are more prone to obtain sequences in which the set \(G^{\text{apex}}\) has a higher satisfiability rate compared to functions that exploit only one of these characteristics. In this way, a generality set that contains an efficient norm has a greater satisfiability rate when obtained by the functions NGK and NGF than when obtained by the functions NGI and NGJ. We also can conclude that functions that exploit only one syntactic characteristic of the norms tend to obtain sequences in which the set \(G^{\text{apex}}\) is closer to the middle than functions that exploit two

---

4The averages are obtained by adding the values in the column Dist and dividing the result by the number of scenarios.
of such characteristics. Since the fewer syntactic characteristics a function exploits, the smaller is the resulting sequence, then it is possible that there is a smaller number of generality sets between $G^{cen}$ and $G^{spez}$ in smaller sequences than in larger sequences.

Moreover, considering the identified regions where the efficient norms are located, then it is possible that just exploring the variables is not enough to place such norms into those regions in the sequences. Moreover, the function NGI is not an increasing generality function (recall property 1), then it may place close norms into the same generality set. For instance, if all norms have the same number of variables, they are mapped to an unique generality set. Since sets do not have order, when applying the function NGJI over a norms space, it is possible that no sequence is obtained. Therefore, considering these two characteristics of function NGJ, the sequences that it obtains are probably not good organizations for the norms space. Since the sequences obtained by functions NGI, NGK, and NGF have efficient norms from the region $G^{cen}$ to the right, and this trend is observed as the scenarios become more complex and the size of the sequences increases, it is possible that functions that exploit, at least, the number of atomic formulas tend to position efficient norms between the regions $G^{cen}$ and $G^{max}$.

We intend to use the knowledge about the identified regions of the efficient norms as a heuristic to guide a search for efficient norms. Firstly, we may organize the norms space according to a given generality function. Secondly, the search may start in the set $G^{cen}$, traversing the space to the next sets according to a visiting strategy until the set $G^{spez}$ is found. This way, we can prune part of the space in case an efficient norm is found in the region of $G^{cen}$. Although different strategies may be employed, a good strategy may depend on the generality functions. Since the function NGJ tends to obtain smaller sequences with a set $G^{spez}$ that can be present on either their left or right sides, covering both sides alternatively may improve the performance of the search in such sequences. Therefore, the strategy may apply a zigzag pattern starting in the set $G^{cen}$, turning to the right, then to the left until reaching the sets $G^{max}$ and $G^{min}$. For the sequences obtained by functions NGI, NGK, and NGF, a possible good strategy may start from center to upper and lower limits, such that, it firstly visits the set $G^{cen}$ until reach the set $G^{max}$, then proceed directly to the previous set of $G^{cen}$ going towards the set $G^{min}$.

The search in sequences obtained by functions NGK and NGF possibly perform better than in sequences obtained by functions NGI and NGJ. This hypothesis takes into consideration that the total number of norms to be analyzed between the sets $G^{cen}$ and $G^{spez}$ may be lower in application scenarios constituted by smaller generality sets. As an example, consider again the sequences from examples 13 to 16. Consider also the two previous visiting strategies, Zigzag and From center to upper and lower limits, to find the efficient norm $n_4$. Table 3 presents the number of norms analyzed, in the worst case, between the sets $G^{cen}$ and $G^{spez}$.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$O_1$</th>
<th>$O_2$</th>
<th>$O_3$</th>
<th>$O_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zigzag</td>
<td>4</td>
<td>10</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>From center to upper and lower limits</td>
<td>4</td>
<td>10</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3: number of norms analyzed in the worst case.

According to Table 3 for both strategies, the search presents the best result for sequence $O_1$ (obtained by function NGF) and the worst result for sequence $O_2$ (obtained by function NGJ). This simple example shows that it is possible to reduce the number of norms analyzed when the search occurs in a sequence with a larger number of generality sets that, in turn, are composed of a smaller number of norms.

5 Related Works

Although norms are widely employed in MAS as a regulatory mechanism, most works depend on the designer expertise to norms be created. However, on complex systems, the manual creation of norms may be an infeasible task and without a thorough analysis of how the norms impact on the agents behavior, different problems may arise during their execution as unforeseen conflicts or inability to fulfill the system goals. As previously discussed, exploring the norms generality is a fundamental key to find efficient norms. However, the norms generality is considered by a few works. In the following, we discuss three works from the literature.

In [18] and [19], the authors propose a method to obtain minimal norms. An efficient norm $n$ is said to be minimal if there is no other efficient norm $n_i$ that imposes fewer restrictions than $n$. Therefore, a minimal norm provides more freedom for the agents to choose their actions. However, the authors hard-wire the norms into the agents, such that, for each agent state, a minimal norm prohibits the smallest set of actions. This way of creating norms may be unmanageable for systems that have a great number of agents with a great number of states. Moreover, changes in the system specifications may require that agents are reprogrammed.

In [24], the authors propose a method to organize norms in a network of generalization relations, where the nodes represent norms and the edges connect specific norms to general norms. During the system execution, as
conflicts occur, norms are created and inserted into the network, which is initially empty. The network is updated until it contains a subset of norms that is efficient in avoiding conflicts (the reachability of the system goal is not considered). However, the creation of norms starts with the most specific. Moreover, all specific norms need to be first obtained so that more general norms are obtained as well. Therefore, many norms may be created until a norm with a balanced generality is found. In the context of our work, this approach is similar to applying a search for efficient norms in sequences of generality sets starting in $G^{min}$.

In [23], the previous authors improve the method to obtain a network of norms through an ontology that represents a taxonomy of terms. In the same way as before, norms are created to avoid conflicts as they occur (the reachability of the system goal is neither considered). However, when two or more norms are potentially generalizable, a new norm is created as a copy of such norms replacing the terms of the atomic formulas for more general terms according to the ontology. This way, there is no need that all specific norms are provided. Although such an approach may decrease the occurrence of conflicts more than in [24], it also needs to start the search by the most specific norms.

We believe that through our approach, where we assume that there exists a region where possible efficient norms are placed, the number of attempts to find them may be fewer than in the previous approaches. However, our work is the first step in such a direction, and we intend to further explore such hypotheses in future works.

6 Conclusion

In this work, we propose an approach for exploring the generality of norms through a syntactic perspective. To achieve this, we introduced some alternatives that exploit the syntactic characteristics of norms and organize the norms space through different sequences where the norms are ordered approximately from the most specific to the most general. Considering that norms that are too specific tend to regulate a few behaviors of agents, which may result in them being insufficient to avoid conflict, and norms that are too general tend to over-regulate the agents, which may prevent the agents from performing the actions necessary for the system goal, we argue that a norm to be efficient should have a balanced generality, i.e., it should be neither too specific nor too general. Therefore, according to this assumption, efficient norms are likely not located in the extremes of the sequences. However, the position of an efficient norm in a sequence is affected by the syntactic characteristics exploited in the calculus of the generality of norms.

As reported in our experiments, alternatives that only explore the variables of norms do not tend to position efficient norms in a specific region of a sequence. In such sequences, efficient norms are found on both the left and right sides. For this reason, we argue that such alternatives are likely not suitable options for organizing the norms space. On the other hand, alternatives that explore at least the atomic formulas of norms tend to position efficient norms in sequences from the middle to the right. For this reason, we also argue that such alternatives turn out to be more appropriate options to organize the norms space.

We also discussed that these results may be used as a heuristic to guide a search for efficient norms. Thus, according to the alternative used to obtain a sequence of norms, the heuristic may indicate in which region a search may start. Therefore, part of the norms space may be pruned in case an efficient norm is found around such a region. As future works, we plan to: i) explore scenarios where other regulative norms, such as permissions and obligations, are necessary to regulate the agents’ society with efficiency; ii) characterize a heuristic considering the previous results; iii) develop search strategies for efficient norms that use the heuristic; and iv) identify which alternative to obtain a sequence of norms and strategy may improve the search for efficient norms.
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