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Abstract. Medical image processing, which includes many applications such as magnetic resonance image (MRI)
processing, is one of the most significant fields of computer-aided diagnostic (CAD) systems. the detection and
identification of abnormalities in the magnetic resonance imaging of the brain is one of the important applications
that uses magnetic resonance imaging and digital image processing techniques. In this study, we present a method
that relies on the symmetry and similarity between the two lobes of the brain to determine if there are any
abnormalities in the brain because tumours cause deformations in the shape of one of the lobes, which affects this
symmetry. The proposed approach overcomes the challenge arising from different shapes of brain images of
different people, which poses an obstacle to some approaches that rely on comparing one person’s brain image with
other people's brain images. In the proposed method the image of the brain is divided into two parts, one for the left
lobe and the other for the right lobe. Some measures are extracted from the features of the image of each lobe
separately and the distance between the corresponding metrics are calculated. These distances are used as the
independent variables of the classification algorithm which determines the class to which the brain belongs. Metrics
extracted from various features, such as colour and texture, were studied, discussed and used in the classification
process. The proposed algorithm was applied to 366 images from standard datasets and four classifiers were tested
namely Naive Bayes (NB), random forest (RF), logistic regression (LR), and support vector machine (SVM). The
obtained results from these classifiers have been discussed thoroughly where it was found that the best results were
obtained from RF classifiers where the accuracy was 98.2%. Finally, the results obtained and the limitations were
discussed and benchmarked with state-of-the-art approaches.

Keywords: Image identification, brain MRI, Features, CAD, Brain tumour, symmetry, Classifier, AIl, Machine
learning.

1 Introduction

Magnetic resonance imaging (MRI) is one of the most well-known methods to detect and identify brain
abnormality due to its availability and the high-quality images it produces [1]. The tremendous advances in
computer technology over the past few decades have made Computer Aided Diagnostic (CAD) systems much more
efficient and reliable. One of the important applications in CAD is magnetic resonance image (MRI) processing.
These applications use image processing techniques to enhance and analyse the contents of MR images. Image
enhancement techniques are used to help obtain better diagnostic results while image identification and recognition
technologies are used to analyse and diagnose images.

In literature, MR image processing is divided into five stages, namely, pre-processing, feature extraction,
feature selection [2], classification, and segmentation [3], [4]. The pre-processing stage includes processes such as
filtering, enhancement and registration. This stage is necessary to improve the performance of the rest of the
processes. In the feature extraction and selection, appropriate features are extracted and selected to be used in the
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classification process. The fourth stage is the classification which is the process of detecting and informing whether
or not there is an abnormality in the brain. Finally, the segmentation process is used to isolate the abnormal region
and extract some measures from it. In this research, we will focus on the feature extraction and the classification
stages.

The methods of detecting and classifying brain tumours are divided into manual, semi-automatic, and fully
automatic. In the first type, the user performs the entire process manually without using CAD systems, while in the
second type, part of the work is done by the users and the other part is done by the CAD system. The role of the
CAD systems is to help the user to make decisions. Finally, in fully automated, all operations are done by the
computer [1], [5], [6], [7], [8]. The latter two types are the focus of the researchers as their efforts are focused on
finding ways to improve the performance of automated systems.

By observing the datasets and reviewing the literature, several challenges have been identified that make
anomaly detection and extraction a challenging task. The first challenge is the variation in the shape of the brain
between different people and the great variety of the tumour itself in shape, size, location, and texture which make
it difficult to compare one brain with another to detect any abnormalities. In addition, the shape of the brain in
general and the grooves it contains made the use of digital image processing techniques more difficult [9].

In this study, the symmetry between the two lobes of the brain is used to detect any abnormality in the brain as
tumours cause deformation in the shape of one of the lobes and distort this symmetry. Based on the MR images
properties, the similarity around the vertical access is considered in our study. The main contribution of this research
is presenting a novel approach to identify the existence of the tumours based on the symmetry between the lobes of
the brain. Various features such as colour and texture have been studied and metrics extracted from these features
have been discussed, studied and used in the comparison process. Four Al-based classification methods have been
used and tested namely, Naive Bayes (NB), random forest (RF), logistic regression (LR), and support vector
machine (SVM).

The proposed algorithm was implemented using Python programming with JupyterLab version 2.2.6 on a PC
with intel core 17 and 16 GB RAM. The algorithm was tested and applied to a dataset containing 366 various brain
images constructed by selecting subsets from the following datasets:

1-  “Brain MRI Images for Brain Tumor Detection” [10].
2-  “Brain Tumor Classification (MRI)” [11].

The selected images are axial images with types of TIW, T2W, and Flair. The images are single-band with 256
grey levels and a size of 200 x 200.

The remainder of this paper is structured as follows. Section 2 presents the necessary theoretical background
and reviews some of the stat-of-the-art work. The proposed approach is presented in section 3. In section 4, a
thorough discussion of the obtained results and the limitations are presented in addition to evaluation and
benchmarking with state-of-the-art approaches. Finally, the conclusions are derived in section 5.

2 Background and Review

Brain tumour identification has been the focus of many studies in the past few decades and as a result of the
large amount of published work, many reviews are available listing the methods and techniques used. The reviews
focused primarily on two approaches: non-Al-based approaches such as [1], [8], [12], [13], [14], [15], [16], [17]
and artificial intelligence-based approaches such as [18], [19], [20], [21].

2.1 Al-based and Non-Al-based approaches

Al-based approaches utilise the principles of artificial intelligence and machine learning, such as neural nets,
Fuzzy, support vector machines, decision trees, deep learning, and others, to detect and identify the abnormality
region in the brain [22]. Al techniques such as classification and regression can be used in various processing stages
of the detection, identification, and segmentation processes [6], [20], [23], [24].

Non-Al-based approaches use traditional image processing techniques to identify and segment the abnormality
of the regions. Techniques such as thresholding, clustering, segmentation, and edge detection can be used in such
kinds of approaches. They are mainly classified into pixel-based, edge-based, and region-based. Pixel-based
approaches use pixel features such as the intensity, colour-band value, and location in the analysis process.
Thresholding and clustering are the most commonly used pixel-based methods where the features of the pixels are
used to split the image into normal and abnormal regions [25]. Region-based approaches, such as split/merge and
region growing are used, these approaches deal with regions rather than pixels [26].
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2.2 Magnetic Resonance Imaging (MRI) of the Brain

MRI is widely used in neurology and neurosurgery since it provides excellent details of the brain and can
visualise it in three planes: axial, sagittal and coronal as shown in the example given in Figure 1 [27].

(b)
Figure 1. Brain MR images planes, (a) axial, (b) sagittal, (c) coronal [27].

Three sequences are commonly used in MRI, namely T1-weighted (T1W), T2-weighted (T2W), and Flair. TIW

images are produced using short Time to Echo (TE) and short Repetition Time (TR), while T2W images are

generated using longer TE and TR times. The Flair sequence is similar to a T2W but with very long TE and TR
times. The three forms of sequences are shown in Figure 2 [27].

T1-weighted

(a)
Figure 2. Three types of MRI sequences: (a) TIW, (b) T2W and (c) Flair [27].

2.3 Pre-processing

Pre-processing operations, such as noise removal, registration, skull stripping, intensity normalisation, and bias
field correction, are important in MR image analysis as they make the images more appropriate for further
processing [28]. One of the first operations is noise removal as images might be degraded due to transmission
system, equipment, and lighting conditions. Several types of noise have been identified in the images such as
Gaussian, Poisson, Blurred, Speckle and salt-and-pepper noise. Noise removal algorithms, such as Weiner filter,
Gaussian filter, and median filter are commonly used in this stage [29]. The second important stage in pre-processing
is image registration which is the process of aligning images in a dataset with one another so that it is easy to
compare them with each other. Registering images needs to determine a geometric transformation that aligns one
image to fit another [30].

2.4 Related work

In this section, we will shed light on some of the state-of-the-art related work. As was mentioned earlier many
studies have been published but in our discussion, we will only consider the relevant Al-based approaches which
will be used in benchmarking also.

El-Dahshan et al. suggested an approach that uses a feed-forward back-propagation artificial neural network
(FP-ANN) and k-nearest neighbour (KNN) classifiers to classify whether the brain is normal or abnormal [31]. The
authors applied their algorithm to 70 images from Harvard Medical School (HMS) dataset. Despite the high
accuracy reported in the research, the results have a certain limitation which is the small number of images used in
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the experiments. Zollner et al. suggested an algorithm that uses support vector machine (SVM) and applied it to 101
images from Bayer Schering Pharma dataset (BSP) and reported an accuracy of 85% [32]. Again, the main limitation
is the small number of images in the dataset. Zanaty proposed a hybrid approach, combining Fuzzy C-means (FCM),
seed region growing (SRG), and Jaccard similarity coefficient (JSC) algorithm for segmentation [33]. The accuracy
was reported to be 90% with no information about the dataset. In their study, Cui et al. proposed an approach that
uses a localized fuzzy clustering (LFC) with spatial information for clustering the images and reported an accuracy
of 83% to 95%. No information was reported about the dataset or the number of images used in the experiments
[34]. Sachdeva et al. used artificial neural networks (ANN) and principal components analysis artificial neural
networks (PCA-ANN) to classify, segment, and extract features from MR images. The reported accuracy is 77%
to 91% when applying the algorithm to a custom dataset of 55 patients [35]. Here also, the main limitation is the
small number of images and the lack of variation in the images as the images were taken for the same patients.

El-Dahshan et al. used Pulse Coupled Neural Network (PCNN) for segmenting the images and applied their
algorithm to a subset from the Harvard Medical School dataset (HMS) including 101 images divided into 14 normal
and 87 abnormal brain images. The dataset was divided into 65 images for training and 36 for testing [36]. The
authors reported an accuracy of 99% where the number of images in the test set is 36. If 35 images were predicted
correctly that means the accuracy is 97.2%. The other limitation is the small number of images used in the training
testing. Kumar and Vijayakumar introduced a method that used principal component analysis (PCA), radial basis
function (RBF) and kernel-based SVM for segmentation and classification [37]. The authors used a subset of HMS
dataset and no information is available about the number of images. The authors reported an accuracy of 94%.
Damodharan and Raghavan presented a neural network-based method for classification and reported an accuracy
of 85% [38]. Unfortunately, there is no information available about the dataset or the number of images used in the
tests. Anitha and Murugavalli suggested a method that uses K-means, self-organising map neural network (SOM-
NN) and K-nearest neighbour (KNN), and discrete wavelet transform features for segmenting and isolating the
tumour from the rest of the brain tissues. They applied their algorithm to three custom datasets including 40, 60 and
70 images respectively and reported accuracy values of 85%, 96. 6% and 94. 28% respectively. The main limitation
of the results obtained from this approach is the small number of images used in the experiments [39].

Bahadure et al. used Berkeley wavelet transformation (BWT), support vector machine (SVM), adaptive neuro-
fuzzy inference system (ANFIS), backpropagation artificial neural network (BP-ANN) and KNN in the
classification process. The reported accuracy is 80.29% to 96.51% when the algorithm is applied to a custom dataset
including 135 images of 15 patients [40]. Gilanie et al. used Gabor texture features and SVM to classify the images
into normal and abnormal. They used three subsets from HMS dataset with 101, 75 and 70 images respectively [41].
Although the authors have reported an accuracy of 100%, the small number of images used in the experiments is
still a limitation. Bahadure et al. used genetic algorithm (GA) to classify and segment the tumour in brain MR
images. They reported an accuracy of 92.03% using a custom dataset for 15 patients, 22 images from the Digital
Imaging and Communications in Medicine (DICOM) and 44 1mages from the Brain Web dataset (BWD) [21].
Ozyurt et al. used convolutional neural networks (CNN) with maximum fuzzy sure entropy (MFSE) and reported
an accuracy of 93.1% when using CNN and SVM and an accuracy of 87.5% when using CNN and KNN. The
proposed algorithm was applied to 500 samples taken from many cancer types from the Cancer Genome Atlas
(TCGA) [42].

3 Proposed Approach

The flowchart of the proposed algorithm is shown in Figure 3, where each image in the original dataset
undergoes a pre-processing process that includes some basic preparations such as noise removal and registration.
Image registration, which is aligning the images with each other, is an important part of the pre-processing stage as
it makes the image comparable [30]. The pre-processing stage is important to the proposed algorithm as it relies on
the symmetry around the vertical axis. This stage is beyond the interest of this research as most of the available
datasets include registered images and many approaches are available in the literature. The next stage is to divide
the image into two images, left and right, where the metrics are extracted from the features of these images and the
distance between the corresponding measures is calculated and normalised to create the dataset used in the
classification process. The resulting dataset is divided into two subsets, one is used to train the model and the other
is used to test the model. Finally, if the accuracy obtained is acceptable, the model can be used for prediction.

To further explain the above discussion, let D, be the original dataset which is the set of all images [J; and
given in equation (1).

D, ={Ji:1<i<N} M

where N is the number of images in the dataset.
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The dataset D, contains two types of images, normal and abnormal. If we denote the set of the normal images as
Dy and the set of abnormal images as D, then D, = Dy U D4 and Dy N D, = @. Further, we shall define the
mapping §: D, » Dj, which splits the images in D, into tow images, left and right, i.e.:

5((71’) = (Li: Ri) (2)
Dp ={(L; R) :1<i<N}

where (L;, R;) is an ordered pair that contains the left L; and the right R; halves of the image J;.
Each half is then undergone a metrics extraction process which can be done using the mapping (F) given in equation

3.
F(D=M 3

M={m:1<k<n}

where [ is an arbitrary image, M is the set of measures extracted from the features of the image and n is the number
of metrics extracted. The resulting set will be denoted as Ml and can be defined as Ml = {(ML;, MR; ): 1 < i < N},
where ML; and MR; are the metrics extracted from the left and right halves of the i*" image respectively.

To find the distances between the left half metrics ML; and the right half metrics MR; we shall define the mapping
D: M - d, where d = {d;: 1 < i < N}. The mapping is defined in equation (4).

D (MLI,MRL) = di (4)
di = {61, 62, ""671. }
8k = Imly — mry|

where D is a distance measuring function, d; is the set of distances between the corresponding measure (Jy ), and
ml,, and mry are the k*" metric of the left and right images respectively.

The resulting distances are then normalised to construct the metrics dataset (ID,,,) which includes all the distances
between the corresponding metrics for each image and is defined by equation (5).

Dy = {61,828}, {60,820 o B}y o {80,550 B0}, | (5)

where {8,,85, ..., S_n}iis the set of normalised distances of the i*" image and &), is the k" normalised distance.
The constructed dataset to be used in the classification process D is given in equation (6).

D¢ = {({5‘1,5—2, B ),({5‘1,5—2, B}, ) ({5‘1,5—2, N N )} (6)

In the above equation the ordered pair ({5_1, 80 e 6_"}1" c; ) contains the set of metrics of the i*" image and the class

the image belongs to ¢;. The dataset is then divided into two sets, training set D" and testing set DZ%, the members
of the sets are selected randomly.

Extract metrics

from features F ML;
Ji L, A y
Distance d; -
Preprocessing [ —] Extract the lobes between metrics || Dlsta_nce_
() R, D (ML, MR;) Normalisation
\ 4 Kk, v

Extract metrics
from features F

Costruct dataset

v

Testing Data 4— Divide dataset

If the accuracy is v +
acceptable, the model
is ready for prediction 44— Testthe Model |€— Trainthe model [€—  Training Data

Figure 3. The proposed approach flowchart.
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3.1 Features and metrics

In this section, we discuss the selected features and the metrics extracted from them that are used in our approach.
Two main features were considered namely, colour feature and texture features.

1. Colour features

Different metrics can be derived from the colour features such as statistical metrics and colour distribution
metrics. In our experiments, we adopt some statistical metrics extracted from the intensity of each lobe such as mean
(up) and standard deviation (a,) [43]. These measures can be calculated as given in equation (7).

255

Hn = 255 p( )Zx P(x)

255

1
on = ggHE;Q—MFM@

where x is the grey level value and p(x) is the probability of occurrence of the grey level x in the image.

(N

2. Texture features

Due to the nature of the brain tissues, texture features can be very useful in describing the contents of its MR
images. Grey Level Co-occurrence Matrix (GLCM) is one of the important features that can be used to describe the
texture of the image [44]. The metrics that were used here are Energy (E; ¢y ), Dissimilarity (641 ), Homogeneity
(hgLem), Contrast (Cgpep) and Correlation (pgcp)- These metrics can be calculated using the equations (8 through
12) given below.

N-1
Egrem = Z (P)?
£7=0 3
N-1
Serem = Z P j.li—jl 9
£7=0
N-1 p
S L (10)
M L1+ - )P
1,j=0
N-1
CoLem = Z Pyj. (i—j)? (11)
i7=0
1) — )
PeLcm = Z (Pz]) ;U (12)
i,j=0 7

where i and j are grey level values, P; ; is the probability of the adjacency of i and j, u; and u; are the mean of the
intensities of i and j respectively, and finally o; and o; are the standard deviation of the intensities { and j
respectively.

Gabor filter is another approach that can produce important metrics which can be used to compare the tissues of
the two lobes. From Gabor filters, the Energy (E;45) and the Entropy (g445) are extracted and used. The formulas
and the theoretical concepts of Gabor filters can be found in references such as [41].

The third set of metrics is derived using local binary pattern (LBP) which is one of the texture spectrum
descriptors. The metrics used are Entropy (e.) and Energy (E,). For more information about LBP, the reader can
refer to [45], [46], and [47].

4 Results and discussion

To simplify the presentation of the results, we shall refer to the images of the brains with abnormalities as
(abnormal) and the images of the normal brains as (normal). The proposed algorithm has been applied to a dataset
containing 366 images of which 158 images are for normal brains and 208 images are for brains with abnormalities.
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The metrics of the lobes of the same image is calculated and the distance between the corresponding features are
extracted and normalised.

Table 1 and Figure 4 show the normalised average distances of the various metrics used in our tests. From the
table and the figure, it is clear that the normalised average distances of the abnormal brains are higher than those for
normal brains which proves the hypothesis that abnormalities cause deformation in one of the lobes and distort the
symmetry between them.

Table 1: Normalised average distances for the metrics derived from the features of the normal and abnormal brains

Brain Normalised Average Distance

Type Hn Op Ee E, Ecrem SeLem herem Cerem PGLcM Egap €G6AB
Normal  0.02085 0.01584 0.00918 0.01172 0.01456 0.02716 0.02304 0.01830 0.11892 0.02078 0.02051
Abnormal 0.122003 0.06678 0.09008 0.10021 0.09087 0.12233 0.09826 0.12969 0.16648 0.15801 0.17935

02
Normal m Abnormal
0,18
()
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=
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©
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- 0,08
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< 0,04
(]
= 0,02
0
Mean Stdv GLCM  Dissimilarity Homogeneity ~Contrast ~ Correlation Gab Energy Gab Entropy IC Entropy IC Energy
Energy
Metrics

Figure 4. Normalised average distances for the metrics derived from the features of the normal and abnormal brains.

As it was mentioned earlier, four classifiers have been tested, which are Naive Bayes (NB), random forest (RF),
logistic regression (LR), and support vector machine (SVM). Figure 5 shows the learning curves of the four
classifiers. In this figure, (a) shows the learning curve of the NB classifier, (b) shows the curve of the RF classifier,
(c) given the learning curve of the LR, and (d) shows the curve of the SVM. From the figure, it is clear that the
performance of NB is lower than others and it can be described as bad performance. The main reason for that is
because NB assumes that the independent variables (the metrics) are completely independent, which is not quite
accurate in our case as there is some kind of relationship and dependency among the metrics.

The best performance was obtained from RFC due to the advantages of this classifier in overcoming the
overfitting and local optima problems. The second best performance is when using linear regression. Although linear
regression was developed to be used with regression problems, it can be used as a classifier by adding a decision
rule to it which is easy to be added. Finally, the SVM performance was intermediate and not competing because it
is more efficient with problems with a high number of dimensions.
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Figure 5. Learning curves for the four classifiers used in our tests (a) Naive Bayes, (b) random forest, (c) logistic
regression, and (d) support vector machine.

4.1 Evaluation and benchmarking

To evaluate the results obtained from the proposed algorithm, we shall adopt the precision/recall/accuracy
measures which are widely used in literature. To calculate these measures, we first need to provide some definitions
as follows:

Positive samples (P): The number of images containing abnormalities.

Negative samples (N): The number of images without abnormalities.

True positive (TP): The number of correctly identified images from the positive samples.

True Negative (TN): The number of correctly identified images from the negative samples.

False positive (FP): The number of incorrectly identified images from the positive samples.

False negative (FN): The number of incorrectly identified images from the negative samples.

The precision, recall, and accuracy are then can be calculated using the formulas given in equation (13).

TP
“TP+FP
TP
“TP+FN
2 X Pr X Rec
Fs= Pr + Rec
TP +TN
“TP+TN+FP+TN

where Pr is the precision, Rec is the recall, FS is the F-Score, and Acc is the accuracy.

Pr

Rec

(13)

Acc
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Table 2 shows the results summary, from which, it is clear that the best performance is associated with RF
classifier and reached 98.2% and the worst performance is associated with NB which is 59%. This is due to the
reason explained above. The performance of the four classifiers is shown in the confusion matrices given in Figure

6.

Table 2: Performance evaluation of the four models used

Classifier RF LR SVM NB
Positive (P) 63 63 63 63
Negative (N) 47 47 47 47
True positive (TP) 63 60 50 63
True negative (TN) 45 47 47 2
False positive (FP) 0 3 13 0
False negative (FN) 2 0 0 45
Precision (Pr) 1 0.94 0.78 1
Negative Recall (Rec) 0.96 1 1 0.04
F-Scale (FS) 0.98 0.97 0.88 0.08
Precision (Pr) 0.97 1 1 0.58
Positive Recall (Rec) 1 0.95 0.79 1
F-Score (FS) 0.98 0.98 0.88 0.74
Precision (Pr) 0.98 0.97 0.89 0.79
Macro Average Recall (Rec) 0.98 0.98 0.9 0.52
F- Score (FS) 0.98 0.97 0.88 0.41
Precision (Pr) 0.98 0.97 0.91 0.76
Weighted Average Recall (Rec) 0.98 0.97 0.88 0.59
F- Score (FS) 0.98 0.97 0.88 0.46
Accuracy (Acc) % 98.2 97.3 88.2 59
Training time (ms) 777 407 382 392
- 60 - 60
- 50 - 50
= - 2 45 =
: ‘
z - 40 =z - 40
3 L 3
-20 -20
= - 0 63 = -
E E
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] ]
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Figure 6. Confusion metrics of (a) Naive Bayes, (b) random forest, (c) logistic regression, and (d) support vector machine.
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To benchmark the proposed approach, we have selected some state-of-the-art methods, which are presented in
the following discussion. Unfortunately, there is no single method to evaluate the performance of the classification
approaches, but from the literature, we found that the most common evaluation method is the accuracy. In our
benchmarking, we considered mainly the accuracy and the number of images used in the dataset. The methods that
have been used in the benchmarking are listed below in Table 3. From the table, it is clear that the proposed
algorithm has given very good accuracy values with RF and LR. Although some methods have reported 100%
accuracy such as GIL [41], there is a certain limitation with this algorithm which is the small number of images
used in testing.

Table 3: Benchmarking with state-of-the-art methods

# Research Approach Dataset Number of images Accuracy %
1. ELD [31] PCA, KNN HMS 70, 10 normal and 60 abnormal 98
2. Z0 [32] SVM BSP 101 85
3. ZN [33] FMC, SRG, JSC - - 90
4. CUI [34] LFC - - 831095
5. SAC [35] ANN PCA-ANN Custom 55 patients 77 t0 91
6. ELD [36] PCNN HMS 101, 14 normal and 87 abnormal 99
7. KV [37] PCA, RBF, SVM HMS - 94
8. DR [38] ANN - - 85
9. AM [39] K-means, SOM-NN, KNN Custom 40 85
Custom 60 96. 6
Custom 70 94.28
10. BAH-1 [40] BWT, SVM, ANFIS, BP-ANN, KNN Custom 135 images of 15 patients 80.29 t0 96.51
11. GIL [41] Gabor, SVM HMS 101, 14 normal/ 87 abnormal 100
HMS 75, 15 normal/ 60 abnormal 100
HMS 70, 10 normal/ 60 abnormal 100
12. BAH-2[21] GA Custom 15 patients 92.03
DICOM 22
BWD 44
13. 0Z[42] CNN and SVM TCGA 500 93.1
CNN and KNN 87.5
14. Proposed Symmetry,
LR 366 97.3
RFC 366 98.2

4.2  Limitations

By studying the wrongly classified brain images we found that the main limitation is when the tumour itself is
symmetrical around the vertical axis, which is very rare, as shown in Figure 7 (a) or when the effect of other parts
such as the eyeballs is more than the tumour itself as shown in Figure 7 (b). The lack of symmetry around the vertical
axis, Figure 7 (c), and the noise produced during the imaging process Figure 7 (d) may also affect the accuracy of
the result obtained from the algorithm. Except for the first limitation, the effect of the other three limitations can be
reduced in the preprocessing stage by selecting efficient techniques for filtering, registration, and skull stripping.

(b) (©) (d)

Figure 7. Samples of the wrongly identified images, (a) symmetrical tumour, (b) the effect of skull and eyeballs, (c) badly
registered image, (d) the presence of noise and distortion in imaging process

5 Conclusions

In this study, we presented a novel approach for detecting abnormalities or tumours in the brain by processing
its MR image. The proposed used Al-based classifiers to classify the brain images into normal and abnormal. The
independent variables are derived from the image of the brain by dividing the image into two images one contains
the left lobe and the other contains the right lobe. The distance between metrics was considered as an independent
variable. Since we selected eleven metrics derived from various features of the image, the number of independent
variables used in the training process was eleven. Four classifiers were tested and evaluated namely, NB, SVM, LR,
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and RF. The best performance was associated with the RF classifier where the accuracy reached 98.2% when applied
to the dataset which contains 366 images.

The results of the proposed algorithm were evaluated using precision/recall, F-score, accuracy and confusion
matrix and benchmarked with state-of-the-art methods considering both the accuracy and the number of images in
the dataset. The benchmarking showed that the proposed method has produced very satisfactory results.

Finally, the limitation of the proposed method was discussed, and reasons were identified. The main reasons that
affect the accuracy are due to poor pre-processing.

Further work can be done in the future considering testing more features and applying the proposed algorithm
to other body organs which have symmetry such as lungs and breasts.
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