A New Method of Different Neural Network Depth and Feature Map Size on Remote Sensing Small Target Detection
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Abstract Convolutional neural networks (CNNs) have shown strong learning capabilities in computer vision tasks such as classification and detection. Especially with the introduction of excellent detection models such as YOLO (V1, V2 and V3) and Faster R-CNN, CNNs have greatly improved detection efficiency and accuracy. However, due to the special angle of view, small size, few features, and complicated background, CNNs that perform well in the ground perspective dataset, fail to reach a good detection accuracy in the remote sensing image dataset. To this end, based on the YOLO V3 model, we used feature maps of different depths as detection outputs to explore the reasons for the poor detection rate of small targets in remote sensing images by deep neural networks. We also analysed the effect of neural network depth on small target detection, and found that the excessive deep semantic information of neural network has little effect on small target detection. Finally, the verifications on the VEDAI, VEDAI-Cloud and NWPU dataset show, that the fusion of shallow feature maps with precise location information and deep feature maps with rich semantics in the CNNs can effectively improve the accuracy of small target detection in remote sensing images.
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1 Introduction

In recent years, with the continuous innovation of deep learning, the performance of algorithms in speech processing, natural language processing and computer vision has been greatly improved. Object detection as an important task in computer vision has also been hugely promoted, and is widely used in military, civilian and other fields. Since the detection of small targets in remote sensing images has the difficulties of small size, few features, susceptibility to weather interference, special viewing angles, and complicated backgrounds, it is undoubtedly the most challenging research direction in the object detection, and is also a hot spot in current research [1].

In the task of target detection, there are two methods to extract features: artificial feature design and neural network feature extraction. Among them, with the continuous improvement of computer hardware computing power and the emergence of more and more datasets, the performance of deep learning method based on neural network in target detection task has reached the most advanced level. There is a lot of work to improve the detection performance in remote sensing images by modifying the existing deep network [2]. Modifications based on deep networks to adapt to remote sensing images can make full use of the powerful ability of neural network to automatically extract features. And the features extracted by different layers of the neural network are significantly different. The shallower layer can extract more information about the target texture, colour and position, while the deep layer can learn more features at the semantic level. The deeper the network, the more pooling layers, and fewer features such as the position of the small targets contained in the feature map. If only the feature maps of the last scales of the network are used for prediction, it is easy to cause the loss of small targets and missing position information [3]. Therefore, feature pyramid networks are proposed and applied to object
To this end, this paper has carried out further research, based on YOLO V3 to combine feature maps of different depths to detect small targets in remote sensing images. The overall network structure is shown in Figure 1. We spliced the 4 times down sampling feature maps (scale 4) from the YOLO V3 body and 2 times up sampling feature maps of scale 3 together as a new feature map to detect small targets in remote sensing images, such as Figure 1. The 4 times down-sampling feature maps does contain more small target location information. Adding new feature maps for target detection can make full use of the image information learned by the network. Feature map 5 is also added to the feature maps used for target detection, to verify whether shallower feature maps can be used to detect small targets for better results. In addition, we also considered the use of different combinations of four feature maps to carry out experiments to detect small targets in remote sensing image dataset VEDAI [5]. The fusion of shallow feature maps with precise location information and deep feature maps with rich semantics in the convolutional neural network can effectively improve the accuracy of small target detection. We also analysed the effect of neural network depth on small target detection, and found that the excessive deep semantic information of neural network has little effect on small target detection. After removing the last residual unit of YOLO V3 body, it will not change the accuracy of the network for small target detection, and will accelerate the detection speed. We compared the method in this article with SEN [6], YOLO V5 [7] and YOLO-Fine [8], and the results proved the superiority of our method.

Our main contributions are: we provided a model optimization and improvement method for the detection of small targets such as remote sensing images in the future. And a series of experiments were conducted on the question of what degree and number of feature maps were used to predict the best detection of small targets in remote sensing images, and a quantitative comparison was made to draw conclusions; the effects of the information features extracted by the last layers of neural network on small target detection were analysed experimentally.

The remainder of this paper is organized as follows. Section 2 presents the related work on remote sensing object detection. Section 3 details the method and the structure of YOLO V3, and datasets used for the experiment and the experiment setup are also introduced in this section. Section 4 shows the experimental results and brief analysis. Section 5 draws the conclusion of this paper and briefly introduces the future work plan.

2 Related Work

Before the popularization of deep learning, object detection is basically implemented by manually designing features and sliding windows. The target detection in the remote sensing image is also solved by this method. The authors of [9] first explored vehicle detection in remote sensing image by using multiple features (HOG (histogram of oriented gradients), LBP (local binary pattern), and Opponent Histogram) and the IKSVM (intersection kernel support vector machine). The authors of [10] detected the vehicle locations by a sliding window mechanism using ICFs (integral channel features) and an AdaBoost classifier in soft-cascade structure. The authors of [11] proposed the superpixel segmentation technique along with fast sparse representation to generate relevant vehicle patches. The HOG features of these patches were extracted and used in an SVM classifier for vehicle detection. The authors of [12] also proposed a catalog-based approach to detect cars in UAV (unmanned aerial vehicle) images. This method, based on the combination of artificial design features and a classifier, has developed very well in the field of object detection. However, this method consumes a lot of human resources and a large time cost when designing features. And it is difficult to design effective features for small target detection in large-scale remote sensing images.

With the development of deep learning technology, various deep learning-based algorithms have achieved gratifying results in visual tasks such as object classification, recognition, and object detection. Object detection model based on deep learning has achieved the state-of-the-art performance in different datasets in terms of accuracy, and has recently been widely used in object detection in remote sensing images. The authors of [13] have demonstrated that deep features from everyday objects generalize well to remote sensing domains. However, if these state-of-the-art models are directly applied to detect the object in remote sensing, the performance is poor due to the different characteristics of ground view images and aerial view images. The authors of [14] proposed a vehicle detection method from satellite images through HDNNs (hybrid deep convolutional neural networks).
They extracted variable-scale features by using HDNNs. The authors of [15] thought that the coarse feature maps and complex backgrounds were the main reasons why Faster R-CNN [16] does not perform well in the detection of small vehicles in remote sensing images. They adopted a HRPN (hyper region proposal network) to extract vehicle-like targets with a combination of hierarchical feature maps, and replaced the classifier after RPN (region proposal network) [16] by a cascade of boosted classifiers to reduce false detection by negative example mining. A weighted bi-directional feature pyramid network in [17] was proposed to make multi-scale feature fusion easy and fast. And a scale adaptive proposal network (SAPNet) in [18] was proposed to improve the accuracy of multiobject detection in remote sensing images. They used a final detection subnetwork in which fusion feature layer has been applied for better multiobject detection. The authors of [19] examined the applicability of object proposal methods for vehicle detection in aerial images, and overcome drawbacks of the original Fast R-CNN and Faster R-CNN for small objects as in the case of aerial images by changing the scale and number of proposals. The authors of [8] proposed YOLO-Fine to be capable of detecting small objects. In essence, this method is one of all the experiments in this paper, such as Figure 3. And this method in [8] is straightforward and it is lack of theoretical analysis.

3 Methodology

3.1 YOLO V3 Model

YOLO V3 is a single-stage deep learning detection model improved on the basis of YOLO V2 [20] and YOLO V1 [21]. This model is mainly composed of two parts: YOLO V3 body and YOLO V3 head. The body part uses Darknet 53 network structure, a total of 53 convolutional layers, consisting of 5 residual modules, each residual module consists of multiple residual units. Each residual unit consists of 2 conv2d and 1 res_block. Yolo_block is used to process different scale feature maps output by YOLO V3 body. YOLO V3 down samples the input image five times, and predicts the target after the last three down sampling. Three scale feature maps are used for target detection. Small-scale feature maps can provide high level semantic information for detection, and large-scale feature maps can provide target location information for detection. In addition, the feature maps of different scales are fused by means of up sampling, so the model has good detection effect for large-scale and small-scale targets.

However, this model performs poorly when directly used to detect small targets in remote sensing images. We think that the possible reason is that the shallow position information is not used for detection, and the deep high-dimensional semantical information after multiple down sampling has little effect on the detection of small targets. To this end, based on the YOLO V3 model, the feature maps after the first and second down sampling are used for target prediction. Experimental results prove that the improved model can better adapt to the detection of small targets in remote sensing images.

3.2 Proposed Model

The YOLO V3 model has as many as 53 convolutional layers for image feature extraction, so we believe that the reason of the model’s poor performance in small target detection tasks in remote sensing images may be that shallow features are not used for detection, rather than the features extracted by the model are not sufficient. Therefore, in order to obtain more feature information of small targets and make full use of the features extracted by the YOLO V3 body, we improve the model and try to use more feature maps for detection. Our purpose is not to achieve state-of-the-art detection rate on the VEDAI and NWPU datasets, but to experiment and validate the capacity of our method to detect small objects from remote sensing images.
We try to improve the YOLO V3 model in two steps. First, keep the YOLO V3 body structure fixed, that means all models have the same output in YOLO V3 body. On the basis of the original detection using the last three down sampling feature maps (scale 1, scale 2, scale 3), the first down sampling feature maps (scale 4, scale 5) are added for detection. The 8-fold down sampling feature map (scale 3) is up sampled and stitched with the 4-fold down sampling feature map (scale 4) to obtain the fusion target detection layer (Feature_map 4). The combination of the two feature maps is achieved by the $\text{concat}$ of equation (1). In equation (1), $X_1$ and $X_2$ is the two feature maps to be spliced. $c$ is the dimension of the feature map, and $K$ is the corresponding convolution kernel. $\text{Concat}$ is to splice two feature maps in a certain dimension. The dimensions of the two feature maps in $\text{concat}$ must be the same except for the spliced dimensions. Feature_map 5 is also obtained in this way. Different from the YOLO V3 model directly using Feature_map 1, Feature_map 2, and Feature_map 3 detection, we try to use different combinations of feature maps (Feature_map 1~5) to detect small targets in remote sensing images. Considering the depth of the feature map, we combined the above feature maps as follows to conduct the experiment: model_1, model_2, model_3, model_4, and model_5, such as Figure 2. From the Figure 4, we can see that model_4 achieved the best results.

$$\text{concat}(X_1, X_2) = \sum_{i=1}^{c} X_1^i * K_i + \sum_{i=1}^{c} X_2^i * K_{i+c}$$  \hfill (1)

$$X_4 = \text{concat}(X_3^{up}, X_4')$$  \hfill (2)

$$X_3 = \text{concat}(X_4^{up}, X_3')$$  \hfill (3)

$$Y_1 = \{X_5, X_4, X_3\} = \{X_5, \text{concat}(X_3^{up}, X_4'), \text{concat}(\text{concat}(X_3^{up}, X_4'), X_3')\}$$  \hfill (4)

$$Y_2 = \{X_2\} = \{\text{concat}(X_3^{up}, X_4'), \text{concat}(\text{concat}(X_3^{up}, X_4'), X_3')\}$$  \hfill (5)

A mathematical model is established to explain the above experimental results, and the theoretical analysis of the proposed method is carried out. $X_5, X_4, X_3$ and $X_2$ represent Feature_map 4, Feature_map 3, Feature_map 2 and Feature_map 1 respectively. $Y_1$ in equation (4) represents the combination of feature maps used by YOLO V3 for detection. According to equations (2) and (3), the feature maps set used for detection can be obtained, including $X_3, X_4$ and $X_5$. Among them, $X_3$ and $X_4$ represent the feature maps without $\text{concat}$. $X_3^{up}$ and $X_4^{up}$ represent the feature maps used for $\text{concat}$ after up sampling. $Y_2$ in equation (5) represents the combination of feature maps used by model_4 for detection. From the expressions of $Y_1$ and $Y_2$, it can be found that the size of the feature map used for detection in model_4 is more abundant, and $X_4'$ contains more small target features and information. Therefore, the experimental results of model_4 are better than those of YOLO V3.
Second, keep the detection structure of model_4 fixed, and delete the residual module in the YOLO V3 body to experiment to observe which feature layers have no effect on small target detection. That means all models have different outputs in YOLO V3 body. These models are model_4, 3scale_model_4, 2scale_model_4 and 1scale_model_4, such as Figure 2. Figure 1 shows the structure of YOLO V3 model, in which all the solid and dotted line links indicate all the structural modifications in this paper. The solid line part is the 3scale_model_4, and the corresponding relationship between the specific structure and the model is shown in Figure 2.

**Figure 2.** The way of all models composed of different feature maps and different depth YOLO V3 body.

In [8] YOLO-Fine was proposed to detect small objects in remote sensing images under different backgrounds. The essence of YOLO-Fine method is to delete the Res_unit4 and Res_unit5 on the basis of the YOLO V3 model, and use Feature_map 3+4+5 to carry out multi scale detection. This method is straightforward and it is lack of theoretical analysis and comparative experiments of various network structures. In contrast, this paper makes full comparison experiment on the combination of network depth and feature map, and makes theoretical analysis of the experimental results from the angle of the composition of the feature map used for detection. And the results on VEDAI, VEDAI-Cloud and NWPU show the superiority of the proposed model in the paper.

**Figure 3.** The network structure of YOLO-Fine method.

### 3.3 Dataset and Experimental Setup

The VEDAI (Vehicle Detection in Aerial Imagery) is a dataset of vehicle detection in remote sensing image. The dataset is formed by dividing the satellite image in a large field of view into 1024×1024 pixels and all images have been taken from the same distance to the ground. An equal number of 512×512 pixels images are obtained
after down sampling each of the above images to make the targets smaller. Therefore, there are two sizes of images in this dataset. The ground sampling distance (GSD) of the original image is 12.5cm/pixel, and the GSD of the image after down sampling is 25cm/pixel. As a dataset for benchmarking the object detection algorithm in an unrestricted environment, the dataset contains different variability in addition to very small vehicles, such as multiple directions, light and shadow changes, mirrors reflection or occlusion. In order to study the effect of the improved model on the detection of small targets in remote sensing images, this paper only uses 512×512 pixels images for experiments, and does not resize and crop the images.

The VEDAI dataset contains nine different classes of vehicles, namely the ‘plane’, ‘boat’, ‘car’, ‘truck’, ‘tractor’, ‘camping car’, ‘van’, ‘pickup’, and the ‘other’ category. There is an average of 5.5 vehicles per image, and they occupy about 0.7% of the total pixels of the images. There are two ways to define the size of a small target in deep learning. One is the definition of relative size. If the length and width of the target is less than 10% of the original image size, it can be considered as a small target. The other is the definition of absolute size, that is, the size of a target less than 32×32 pixels can be considered as a small target. The small target of remote sensing image in this paper refers to the target whose size conforms to the above absolute definition of small target size. The average pixel of the target in VEDAI data set is 20×20, which is undoubtedly a small remote sensing target.

The number of various types of targets in the dataset is shown in Table 1.

<table>
<thead>
<tr>
<th>Class name</th>
<th>Total</th>
<th>Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boat</td>
<td>170</td>
<td>[-π π]</td>
</tr>
<tr>
<td>Camping car</td>
<td>390</td>
<td>[0 π]</td>
</tr>
<tr>
<td>Car</td>
<td>1340</td>
<td>[-π π]</td>
</tr>
<tr>
<td>Other</td>
<td>200</td>
<td>[0 π]</td>
</tr>
<tr>
<td>Pickup</td>
<td>950</td>
<td>[-π π]</td>
</tr>
<tr>
<td>Plane</td>
<td>47</td>
<td>[-π π]</td>
</tr>
<tr>
<td>Tractor</td>
<td>190</td>
<td>[-π π]</td>
</tr>
<tr>
<td>Truck</td>
<td>300</td>
<td>[-π π]</td>
</tr>
<tr>
<td>Vans</td>
<td>100</td>
<td>[-π π]</td>
</tr>
</tbody>
</table>

To prove the validity of the proposed method, YOLO V3, SEN, YOLO-Fine and 3scale_model_4 are tested on the VEDAI-Cloud and NWPU [22] datasets. Compared with conventional images, remote sensing images are more vulnerable to cloud and fog occlusion and light changes. Especially considering that 66% of the earth’s surface is often covered by cloud and fog [23], accurate detection of small target in remote sensing images under the interference of clouds and fog has become a problem that must be faced and solved [24,25]. Therefore, based on the VEDAI dataset, the VEDAI-Cloud dataset is constructed by artificially adding cloud interference, such as Figure 4. The NWPU dataset contains 800 high-resolution satellite images cropped from Google Earth and Vaihingen datasets and then manually annotated by experts. NWPU is a challenging 10-class geospatial object detection dataset, which can be used for both single class and multi-class objects detection.
The computer conditions for the experiment are as follows: the system is Ubuntu 16.04, and deep learning framework uses TensorFlow, and the GPU used is NVIDIA GeForce TITAN V. The size of the anchors in the newly added feature map is obtained using the K-means method. All models were initialized with COCO weights. The batch size is set to 8, and the learning rate is 0.001. In order to facilitate the follow-up researchers to compare with the experimental results of our method, after this paper is accepted, all the code in this paper will be published in GitHub.

4 Experiment

According to the improved YOLO V3 model of methodology for the detection of small targets in remote sensing images, we conducted experiments on all the changed models. A detected bounding box $P$ and a ground truth $T$ is considered as a correct match if:

$$\frac{\text{Area}(P \cap T)}{\text{Area}(P \cup T)} \geq 0.5$$

All model test results adopt the quantitative evaluation in (6).

When the YOLO V3 body structure is fixed, we propose five models that use different combinations of feature maps for comparison with the YOLO V3 model. The test results of all models are shown in Table 2. We also tested YOLO-Fine in all datasets, and the results in VEDAI are shown in Table 2. And we can observe in Figure 5 that model_4 achieved the best detection results, compared to YOLO V3, which has improved by more than 10% on the map. This means that when the structure and output of YOLO V3 body are not changed, only using Feature_map 4 to detect small targets in the VEDAI dataset can achieve the best results. The detection results in Figure 5 show that the addition of shallow feature maps can improve the detection performance of the model on small targets, but it does not mean that the shallower the feature layer, the better the results, such as the results of model_5.
The above experiments show that the shallower feature layers may contain more position information of small targets. When these layers are used for detection, the detection results of the model can be improved. However, it can be seen from model_5 in Figure 5 that for small target detection, it is not that the shallower the feature map, the better the effect. There may be a feature map with a specific depth for the best detection effect for the current size target.

The next experiment is to analyse the effect of the deep high-dimensional information of the feature extraction network on the detection results of small targets, such as YOLO V3 body. So, we keep the detection structure of model_4 fixed, and delete one residual module in the YOLO V3 body at a time. Four types of models are formed by combining the output of different scale of the YOLO V3 body with the model_4. The test results of these models are compared as shown in Figure 6. The 3scale_model_4 achieves best results, which shows that the last 32-fold down sampling residual module of YOLO V3 body has little effect on the detection of small targets, and even affects the detection results. And from the comparison of the test results in Figure 7, we can find that 3scale_model_4 has fewer missed detections and misjudgements than model_4. When the last residual module of the YOLO V3 body is removed, the map of the detection result is increased by 5%, and the training time is also shortened about 15 minutes.
Although all target sizes conform to the definition of remote sensing small target, the final accuracy of the target is more related to the aspect ratio and geometric shape of the target than the target size. The detection accuracy of plane is very high, which is related to the unique geometric shape of plane, and it is not easy to be confused with other targets. Compared with plane, car and pickup, the accuracy of truck is very low, which is
related to the geometric shape of the truck. The length width ratio of truck is large and the boundary is difficult to distinguish.

In order to prove the effect of the model after modifying the structure, we compared mAP and Fps with SEN and YOLO-Fine. The authors of SEN increased the detection rate of YOLO V3 in small target datasets by adding new structures in the network. It can be seen that our proposed method of modifying the network structure achieved the best mAP results from the comparison in Table 3. From the comparison between the results of YOLO V3 and YOLO V5, it can be seen that for small targets detection in remote sensing images, it does not mean that the more complex the network structure, the better the experimental results. In terms of detection speed, our model is higher than YOLO V3, but lower than other state-of-the-art models, which is also means that our algorithm has optimized space in detection speed.

Table 3: Comparison results with state-of-the-art method on VEDAI dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>mAP/%</th>
<th>Time/Fps</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEN</td>
<td>47.8</td>
<td>35.4</td>
</tr>
<tr>
<td>YOLO-Fine</td>
<td>55.33</td>
<td>22.7</td>
</tr>
<tr>
<td>YOLO V3</td>
<td>44.93</td>
<td>19.2</td>
</tr>
<tr>
<td>YOLO V5</td>
<td>43.0</td>
<td>29.6</td>
</tr>
<tr>
<td>Model_4(Ours)</td>
<td>54.95</td>
<td>19.5</td>
</tr>
<tr>
<td>3scale_model_4(Ours)</td>
<td>59.98</td>
<td>22.1</td>
</tr>
</tbody>
</table>

All models are trained to the best on the VEDAI-Cloud and NWPU datasets, and the test results are shown in the Table 4. It can be seen that 3scale_model_4 has achieved the highest mAP on both datasets from the result comparison. The experimental results also show that the proposed method has a good effect for small target detection in remote sensing images. From the comparison of the experimental results of VEDAI and VEDAI-Cloud, we can also find that the cloud occlusion has a great interference on the remote sensing small target detection, which greatly reduces the detection accuracy of YOLO V3, YOLO V5, YOLO-Fine and SEN.

Table 4: Comparison results (mAP/%) with state-of-the-art method on VEDAI-Cloud and NWPU dataset.

<table>
<thead>
<tr>
<th>Data</th>
<th>VEDAI-Cloud</th>
<th>NWPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLO V3</td>
<td>30.6</td>
<td>68.73</td>
</tr>
<tr>
<td>YOLO V5</td>
<td>34.7</td>
<td>72.85</td>
</tr>
<tr>
<td>YOLO-Fine</td>
<td>52.94</td>
<td>64.53</td>
</tr>
<tr>
<td>SEN</td>
<td>40.0</td>
<td>60.85</td>
</tr>
<tr>
<td>3scale_model_4(ours)</td>
<td>59.94</td>
<td>77.99</td>
</tr>
</tbody>
</table>

The test results of all models are shown in Table 2. 3scale_model_4 achieved the best results in terms of detection accuracy, indicating that a network with a specific depth and size for a specific size target can achieve the best detection results. According to the Fps in Table 3, reducing the network depth is not only more effective for the detection of small targets, but also improve the detection speed.

5 Conclusion

We have proposed a model improvement method that can greatly improve the effect of YOLO V3 model on small targets detection in remote sensing images. When using some models that have achieved good results in ground-level object detection to detect small targets in remote sensing images, the model can be improved by using the combination of shallower feature layer of the model to detect and modify the depth of the extracted feature network. The fusion of shallow feature maps with precise location information and deep feature maps with rich semantics in the CNNs can effectively improve the accuracy of small target detection in remote sensing images. And when the feature extraction network is deep to a certain extent, it has little effect on the detection of small
targets, and even affects the detection effect. The experimental results also prove that changing the structure of the network is effective. And it is necessary to determine the best scale and depth of the network for different size target through many experiments.

In the future work we will try to optimize the algorithm in terms of detection speed, and try to obtain the quantitative relationship between the depth and size characteristics of the model and the size of the detection target through neural network interpretability.
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