
Intelig

ISSN:
©IBER

A N
Par

José
Nels

1,2,3 In
1m4ch

Abstr
with t
Weibu
param
more 
condit

Keyw

Resum
indese
popul
eficien
conoc
precis
se bas

Palab

1 I
The ta
detect
that c
the re

Howe
which
applic
thresh
variab
surfac

In ord
comm
the la

gencia Artific
doi: 10.4114/intartif.vol18iss56pp3-13

 1988-3064(on
RAMIA and th

Neural N
rameter’

é Raúl M
son Cháve

nstituto Superi
h4do@hispavi

ract The main
target informa
ull distributio

meter knowing
precise estim

tions as it is b

words: Sea Clu

men El princi
eable que apa
lares en la m
ntes, es prop

ciendo de ante
sa que el tradi
sa el uso de re

bras Claves: C

Introduct
ask of primar
tion would be
ase, the echo 
ceived signal 

ever, in real l
h is a random 
cation of ada
holds that corr
ble backgroun
ce [4]. 

der to obtain 
monly used [5,
arger amounts

ial 18(56), 3-1

n-line) 
he authors 

Network
’s Estima

Machado-Fe
ez-Ferry3  

ior Politécnico
ista.com, 2bac

n problem fac
ation: sea clut
on. Helpful i
g a priori that 
mation than th
based on a neu

utter, Artificia

ipal problema
arece mezclad
modelación de
puesto un sis
emano que la
cional método

edes neuronale

Clutter Marino

tion 
ry radars is to
e an easy task 

signal could 
exceeds the th

life radar app
signal. Frequ

aptive process
respond with 
nds such as s

the required 
, 6]. Accordin
s responsible 

3 

INTEL

k Approa
ation 

ernández1

o José Antonio
callao@electri

ced by sea ra
tter. One of th
in efficient d
the mean of t

he traditional 
ural network a

al Neural Netw

a que enfrenta
da con la info
el clutter es 
stema capaz 
a media de la 
o de los mome
es. 

o, Redes Neur

o detect objec
if the objects 
simply be co
hreshold [2].

plications, targ
uently, the clu
sing techniqu
the clutter’s 

sea clutter, w

local informa
ng the applica
for a better e

LIGENC

http://journa

ach to W

, Jesús d

o Echeverría (
ica.cujae.edu.

adars is the el
he most popu

detectors’ des
the distributio
method of m

approximation

works, Weibu

an los radares 
ormación del 
la distribució
de reconocer
distribución 

entos, y es apl

ronales Artific

cts in the obse
that produce

ompared with

gets always a
utter signal is 
ues becomes 
local situation

which is the si

ation, scheme
ation, the num
estimate of th

CIA ART

al.iberamia.org

Weibull 

de la Con

(ISPJAE), La 
cu, 3nelson@e

imination of 
ular probability
sign, a system
on is equal to 
moments, and
n.  

ull Distribution

marinos es la
blanco. Una 

ón Weibull. 
r el parámetr
es igual a un
licable en con

ciales, Distrib

ervation area
echoes were l
a fixed thresh

appear embed
subject to tim
necessary to 
n [3]. The tec
ignal obtained

es with slidin
mber of cells to
he clutter’s av

TIFICIAL

g/ 

Distribu

ncepción B

Habana, Cuba
electrica.cujae

an undesirabl
y distribution

m able to rec
one is propos

d it’s appropri

n, CFAR. 

a eliminación 
de las distrib
Beneficioso 

ro de forma 
o. La solución
diciones de op

ución Weibul

and to estima
located in a no
hold, and targ

dded in a bac
me and positio

calculate con
chniques are e
d from the ra

g windows ar
o be used in t
verage and th

L 

uted Sea

Bacallao-V

a. 
e.edu.cu

le signal that 
ns in clutter m
cognize the 
sed. The solu

riate for real 

del clutter qu
buciones prob
en el diseño
de la distrib

ón logra una e
peración en ti

ll, CFAR 

ate their posit
on-reflecting 

gets would be 

ckground fille
on variations.
nstantly chan
even more ne
adar’s echo r

around the an
the window m
he smaller mo

a Clutte

Vidal2 an

appears mixe
modelling is th

Weibull shap
tion achieves 
time operatin

ue es una seña
babilísticas má

de detectore
bución Weibu
estimación má
empo real pue

tion [1]. Targe
background. I
detected whe

ed with clutte
Therefore, th

nging detectio
eded in widel

reflected at se

alyzed cell ar
may vary, bein
ore effective i

r 

d 

ed 
he 
pe 
a 

ng 

al 
ás 
es 
ull 
ás 
es 

et 
In 
en 

er, 
he 
on 
ly 
ea 

re 
ng 
in 



 
 
4 
 
 
elimin
chang
it is ca
 
When
Pearso
(Pf) a
mecha
under
 
Conce
found
the G
CFAR
refere
multip
focus 
allow 
(K), w
classi

 
The p
severa
heavy
many 
Rayle

2 M
Recen
24]. J
param
band 
additi
The fo

nating critical
ges in the back
ategorized as 

n detectors ar
on theorem is

and then tries 
anisms are kn
r the guarantee

eived at first u
d, all based on
GO-CFAR (G
R). These dete
ence on recen
ple internation
on improving
the adjustme

which has an i
cal CA-CFAR

preliminary sta
al papers [17-
y-tailed distrib

others have b
eigh, Log-Nor

Motivatio
nt studies hav
ointly, it has b

meter. Likewis
radars, the β

ion, the height
formula for the

l situations su
kground’s lev
homogeneous

re designed fo
 applied. This
to maximize 

nown as CFAR
e of a constant

under the assu
n the sliding w
Greatest-Of CF
ectors have be
nt researches 
nal journals. 
g the existing

ent of the fals
inverse relatio
R detector, wh

atement that c
-19]. Specific
butions is the
been proposed
rmal, K, Weib

ons and O
ve reinforced t
been noted tha
se, the shape p
β shape param
t of the waves
e Weibull Prob

uch as: the p
el. When such
s [7]. 

or situations 
s means that th
the probabilit
R (Constant F
t false alarm [

umption of Ga
window mecha
FAR), the SO
een treated in t

[10-13]. In
Some proposa

g ones [15, 16
e alarm proba
onship with th
here de Adjust

Figure 1: Bloc

certified that
cally in the ca

best suited f
d, the followin
ull and Log-W

Objectives
the theory tha
at the average
parameter (ߚ)
meter remains
s, and other w
bability Densi

presence of m
h situations oc

where targets
he designer fir
ty of detection
False Alarm R
[3]. 

aussian distrib
anism. The mo
O-CFAR (Sm
the literature b
addition, eac
als try to intr
6]. However,
ability by mea
he probability
tment Factor (

ck diagram of

the clutter wa
ase of sea clu
for representin
ing distributio
Weibull [19-22

s 
at the Weibull
e height of the
varies when u

s around 4.5
weather factors

ity Function (

multiple nearb
ccur, the clutt

s appear insid
rst seeks to gu
n (Pd). Thus,
Rate) because

buted clutter, 
ost popular ar

mallest-Of CF
by several aut
h year new 

roduce new pr
all CFAR im
ans of the mo
of detection 

 is used to (ܭ)

f a CA-CFAR

as Gaussian d
utter, numerou
ng the measu

ons are genera
2]. 

l distribution 
e waves influe
using S-band r
while for X-

s not yet fully
(PDF) is given

Inte

by targets an
er is said to b

de sea clutter
uarantee a giv
the most pop
they ensure t

several types 
e the CA-CFA

FAR) and OS
thors [5, 8, 9] 
alternatives a
rocessing met

mplementations
odification of 
[5, 8]. Figure 
calculate the t

R detector. 

distributed wa
us studies hav

urements made
ally the most a

is one of the 
nces the choic
radars instead
band the mea
specified, ma

n below [25]. 

eligencia Arti

nd the occurre
be heterogeneo

r, the well-kn
ven probability
pular clutter le
that the detec

of CFAR alg
AR (Cell Ave
S-CFAR (Ord
 and they are 
and contribut
thods [13, 14
s have in com
a scale or adj
1 shows the s
target detectio

 

as quickly pro
ve shown tha
e on the sea 
accepted by th

best sea clutt
ce of the distr

d of X-band. In
an is approxi

ake β vary from

ficial 56 (201

ence of abrup
ous. Otherwis

nown Neyman
y of false alarm
evel estimatio

ction will occu

gorithms can b
eraging CFAR
dered Statistic
often used as 
ions appear i

4], while other
mmon that the
justment facto
structure of th
on threshold. 

oven as false i
t the family o
surface. Whil
he community

ter models [23
ibution’s shap
n the case of S
imately 2.5. I
m 1.75 to 6.25

5) 

pt 
e, 

n-
m 
on 
ur 

be 
R), 
cs 
a 

in 
rs 
ey 
or 
he 

in 
of 
le 
y: 

3, 
pe 
S-
In 
5. 



 
 
Intelig
 
 

 
The p
consta
param
radar 
a fixe
would
Figure
limits
for di
betwe
magn

 
Resul
trough
 
Neura
achiev
comes
invest
identi
differ
the va

gencia Artific

previous statem
ant Pf during 

meter varies in
research grou
d scale factor 
d change acco
e 2 illustrates

s of the range 
fferent clutter

een the plots f
itude. 

Figure 2: Com

lts illustrated 
h the analysis 

al networks a
ving real time
s to digital p
tigations rela
ification have 
ent approach 
ariations of W

ial 56 (2015) 

ments brough
the entire op

n a known ra
up proved, by 

must operate 
ording to the v
s the dependen
of possible β 
r states provin
for ߚ ൌ 1.75 a

mparison of th

at figure 2 em
of radar readi

are the selecte
e efficient ope
processing an
ated Weibull 

used momen
which will pro

Weibull parame

 

݂ሺߙ|ݔ

t doubts on w
peration period
ange [23], the
performing se
inefficiently t

variation of the
nce of K on P
values [23, 24

ng that K is no
and for ߚ ൌ 6.

he behavior of

mphasize the
ings. That is th

ed classifier 
eration is take
nd CFAR det

radar clutter
nts of the dist
ove to be succ
eters on the sh

,ߙ ሻߚ ൌ ఉ௫ഁష

ఈഁ

whether the se
d of a CFAR
e ISPJAE (In
everal experim
to ensure a co
e Weibull β pa
Pf and clutter
4] using a CA
ot only define
.25 are remark

f the false alar

need for a sy
the goal that th

for performin
en into accoun
tectors’ desig
r [30-32]. M
tribution as di
cessful: the em
hape of the dis

షభ
݌ݔ݁	 ൤െ ቀ

lection of a fi
detector. So,

nstituto Superi
ments in MAT
onstant Pf [26]
arameter the in
r states [26] b

A-CFAR detec
ed by the sele
kable, display

rm probability

ystem capable
he author is pu

ng the task. T
nt. Neural sol
gn [27-29], a

Moreover, pre
istinctive feat
mploy of PDF
stribution idea

௫

௔
	ቁ
ఉ
൨         

ixed scale fac
 taking as a p
ior Politécnic
TLAB softwar
]. On the contr
nefficiency w
by showing ca
tor. As it is vi
cted Pf but al

ying changes s

y for different 

e of identifyin
ursuing in this

The choice is
lutions are a v
and they hav
evious efforts
ures [33]. Ho
plots as distin

al histograms i

                  

ctor truly allow
priori informa

co José Anton
re, that a dete
trary, if the adj

will disappear. 
alculations pe
isible, the beh
lso by β. Inde
superior to 2.

clutter condit

ng the Weibu
s paper.  

s logical if th
very popular 

ve been used 
s in sea clu
owever, this p
nctive feature
is shown in fig

           (1

wed maintain 
ation that the
nio Echeverría
ctor employin

djustment facto

erformed at th
havior is altere
eed, difference
5 units for K

 

ions [26]. 

ull β paramete

he necessity o
choice when 
particulary i

utter paramete
paper follows 
s. The effect o
gure 3. 

5 

1) 

a 
β 

a) 
ng 
or 

he 
ed 
es 
’s 

er 

of 
it 
in 
er 
a 

of 



 
 
6 
 
 

 
 
Once 
Then,
factor
CFAR
alread
the clu

3 D
When
laws. 
ideal 
consu
acquir
article
will b
1, tak
distrib

T

 
For th
literat

Figu

the intended d
, a second blo
r. Note that th
R detectors [3
dy been propo
utter’s influen

Design an
n designing a n

According to
design would

umes an enor
red during inv
es which indic
be trained und
ken from suc
butions. 

Design V

Networ

Training 

Number 

Transference 
Func

Activatio

Error Mea

Training S

Samples’ P

he full underst
ture [40]. How

ure 3: Shape o

design is com
ock will be ne
he solution m
34-36]. Moreo
osed [37], but 
nce, which me

nd Traini
neural networ

o this, for each
d try all possib
rmous amoun
vestigations o
cate that the p

der a back-pro
ccessful inve

T

Variables 

rk Type 

Function  

of Layers 

or Activation
ction 

on Order 

asurement 

Set Division  

Presentation 

tanding of the
wever, there is

of the ideal his

mplete, the esti
cessary in ord

may be adapta
over, a neura
unfortunaly i

eans that it can

ng the Ne
rk, many param
h new propos
ble configurat

nt time, so co
of similar natu
preferred neur
pagation rule 
stigations rel

Table 1: Select

n Hyp

e meaning of t
s a variable tha

stograms for t

imator would 
der to translat
able to any sy
al based syste
it was based i
n’t be use as th

eural Netw
ameters affect 
sed configurat
tions to check
ommon desig
ure. In this cas
ral network w
[37-39]. The 

lated to the 

ted variables f

Feed Fo

Back

3 (Input

perbolic Tang

Top

70% T

the parameter
at is worth of 

the Weibull pr

be able to inte
te the Weibull
ystem employ
m that compu
in a theorical 
he second blo

work 
the outcome,
tion, results m

k which is the
gn choices are
se, references

will use a Mul
rest of the ne
sea modeling

for the networ

C

orward Netwo

kPropagation (

t Layer – Hidd

ent Sigmoid (
Function 

pological (Asy

mean s

Training - 15%

Batch

rs shown in ta
a comment in

Inte

robability den

egrate into a C
l ߚ into a viab
ing a K facto
uted the relat
asumption th
ck. 

most of them
may improve o

best suited. U
e usually bas
 can be obtain
ltilayer Percep
etwork’s param
g under K [

k’s design. 

Choice 

rk (Multilayer

(Levenberg-M

den Layer – O

Hidden Layer
(Output Layer

ynchronous Ac

square error 

% Validation -

h Training 

able 1, the read
n favor of clari

eligencia Arti

nsity function. 

CA-CFAR det
ble correction
or, which is v
tion between 

hat did not too

m under non-fu
or get worse. 
Unfortunately
sed on previo
ned from rece
ptron structur
meters are des
[29, 33] and

r Perceptron) 

Marquardt) 

Output Layer) 

r), Lineal Tran
r) 

ctivation) 

-  15% Test 

der is referred
rity. 

ficial 56 (201

 

tection schem
n of the K scal
very popular i
K and Pf, ha

ok into accoun

ully predictabl
Therefore, th

y, this approac
ous experienc
ently publishe
re [38, 39], an
scribed in tabl
 Weibull [39

nsference 

d to specialize

5) 

e. 
le 
in 
as 
nt 

le 
he 
ch 
ce 
ed 
nd 
le 
9] 

ed 



 
 
Intelig
 
 
When
hidden
0 and
clutter
the Li
there 
patter

3.1 

When
techni
associ
of two
 
In the
each g
comp
 
The 2
interv
mean 
the hi
 

 
The α
averag
prelim
the W

3.2 

Even 
used t
modif

gencia Artific

n neural netw
n and output 

d 1. Following
r [41]. Howev
inear Transfer
are no limits

rn recognition 

Preparati

n training neu
ique [42]. Th
iated issues, w
o training sets

e current inve
group contain
osed by 3000 

20 000 Weibul
vals were cove

that they are 
stograms, but

α scale parame
ge value of th

minary survey
Weibull distribu

Trial and

if the variabl
to select the b
fies the respon

ial 56 (2015) 

works are des
layers are sele
g this tendenc
ver, the use o
r Function wa
 in the possib
to value estim

ion of the T

ural networks
he supervised 
where solution
s: one for the i

estigation, the
ned 50 values
samples gene

ll clutter inpu
ered from 1.7
all equal. The

t in this case o

Figure

eter of the We
he clutter’s le
s that α has no
ution is given 

d Error Tra

le for error m
best network a
nse, a large er

 

igned for pat
ected as Hype
cy, some netw
of Hyperbolic 
as selected fo
ble values at 
mation. 

Training Se

, the designe
alternative is

ns usually sear
inputs and ano

 employed tra
. Every group

erated using th

t groups were
75 to 6.25. No
ey would be e
only 3000 sam

e 4: Four Weib

eibull distribut
evel will rem
o repercussion
below [25]. 

aining 

easurement is
at the end of th
rror is definite

ttern recognit
erbolic Tangen
works have alr
 Tangent didn

or the output 
the network’

et 

er must select
s selected by
rch to relate a
other for the c

aining set con
p of 50 value
he inversion m

e created mod
ote that even 
equal if an inf

mples were em

bull histogram

tion was main
main close to o

n on the CA-C

݉݁ܽ݊ ൌ ߙ	

s configured t
he training. W
ely unacceptab

tion applicatio
nt Sigmoid to
ready been de
n’t bring good
layer, improv
s output and 

t whether to 
y the author b
a signal to a gi
corresponding 

nsisted of 20
es resulted fro
method [43]. 

ifying the We
if there are 2

finite amount o
mployed. Figur

ms generated w

ntained consis
one. This is a
CFAR K facto

Γߙ ቀ1 ൅
ଵ

ఉ
ቁ   

to use the mea
While a small e
ble in radar ap

ons, transfere
 concentrate r
esigned by th
d results in th

ving the perfor
the nature of

use supervise
because is the
iven class. Th
outputs. 

000 Weibull 
om the plot of

eibull ߚ after e
0 input group
of samples we
e 4 shows sev

with the same	

stent to the var
a viable proce
or. The formul

                   

an square erro
error is accept
pplications. Th

ence functions
results in the 

he author and 
his investigati
ormance. As a
f the solution 

ed or unsupe
e common ch

his technique r

clutter input 
f Weibull clu

every 20 grou
ps for the sam
ere used in th
veral generated

 

 .ߚ

ariation of para
ess because it
la for the mea

                   

or, a different
table because 
hus, neural ne

s for both th
range between
applied to se

ion. Therefore
a consequence

changes from

ervised trainin
hoice for rada
requires the us

groups, wher
tter histogram

ups. So, 1000 
me	ߚ, it doesn
e confection o
d histograms. 

ameter β so th
t was found i
n or average o

                (2

t approach wa
it only slightl

etworks makin

7 

he 
n 
a 
e, 
e, 
m 

ng 
ar 
se 

re 
ms 

 ߚ
n’t 
of 
 

he 
in 
of 

2) 

as 
ly 
ng 



 
 
8 
 
 
a bit m
of gre
confid

Amo
Conf
Amo
Conf
Amo
Conf

 
On an
hidden
consid
 
As it 
size w
hidden
is offe

 

4 R
The p
group
the ne
achiev
achiev
reduct

more errors ar
eat magnitud
dence interval

ount of neuro
fidence Interv
ount of neuro
fidence Interv
ount of neuro
fidence Interv

nother note, ev
n layer is left
dered during t

can be seen, 
was 17 neuron
n layer, yieldi
ered in figure 

Results an
proposed netw
p of 50 inputs 
etwork will sh
ved effect red
ving a result 
tion. 

re preferred a
e are undesir
l instead of the

Table 2: Estim

ons 
val 
ons 
val 
ons 
val 

ven though m
ft free to be e
the search of t

good results w
ns. Knowing t
ing an improv
5. 

nd Discus
work, with 17 

correspond to
how at its out
duces the initi
whose variat

Figure 

as long as the 
rable. So, the
e mean of the 

mated relation

5 
0.1480 0.1

13 1
0.1491 0.1

25 3
0.1401 0.1

most of the des
estimated by t
the ideal value

were obtained
this, 500 addi
ved value of 0

Figure 5: S

ssion 
neurons in th
o the plot of h
tput an estima
ial confidence
tion correspon

6: Effectivene

error’s magni
e quality of t
error’s magni

n between netw

6 7 
1519 0.1522
14 15 
1472 0.1453
30 35 
1432 0.1441

sign variables
trial and error
e.  

d for sizes of 
itional training
0.1378 for the

Structure of th

he hidden laye
histograms pu
ate of the β sh
e interval of 4
nds only to a

ess of the prop

itude remains
the network
itude. 

work’s size an

8 
2 0.1465 

16 
3 0.1504 

40 
1 0.1398 

of the networ
r. Table 2 sho

18, 25, 40 an
gs were condu
confidence in

e proposed ne

er, has 50 entr
ut together wi
hape paramet
4.50 (6.25-1.7

a 3.1 % of th

posed neural n

Inte

small, while 
in this resear

nd confidence

9 1
0.1510 0.1

17 1
0.1394 0.1

45 5
0.1436 0.1

rk are assumed
ows several h

nd 50 but the s
ucted with ne
nterval. The fi

etwork. 

ries where 50 
ith 3000 Weib
er with a max
75) in more th
e initial inter

network soluti

eligencia Arti

others makin
rch will be d

e interval. 

10 11 
1519 0.1519
18 19 
1418 0.1454
50  
1401  

d beforehand,
hidden layer s

smaller and m
etworks of 17 
final structure 

values will b
bull samples. 
ximum error 
than 32 (4.50/
rval. Figure 6

 

ion. 

ficial 56 (201

ng very few bu
defined by th

12 
9 0.1494 

20 
4 0.1473 

 
 

, the size of th
sizes that wer

more promisin
neurons in th
of the networ

 

be placed. Eac
As a respons
of 0.1378. Th
/0.1378) time

6 illustrates th

5) 

ut 
he 

he 
re 

ng 
he 
rk 

ch 
e, 

he 
es, 
he 



 
 
Intelig
 

 
Figure
neura
gener
equiv

 
It is e
which
factor
determ
were a
 
Figure
found
distrib
negati

gencia Artific

e 7 provides a
l network. Th
ated using sm
alent to the su

evident in figu
h includes 10 
rs: specific c
mination of th
a sequel of the

e 9 shows a h
d to be close 
buted between
ive mistakes a

ial 56 (2015) 

a comparison b
he reader may
maller ߚs. Th
ubtraction of th

ure 8 that the 
000 input gro
characteristics
hese factors is
e training, a so

histogram of th
to Gaussian 

n positives an
and 0.1405 for

 

Figure 7: R

between the id
y notice that th
he situation is
he ideal and th

Figure 8: E

network’s pe
ups in the ߚ ra

s of the We
left for future

olution could 

he error made
indicating tha
d negatives ex
r the positive 

Response of th

deal response
he estimation 
s most eviden
he real behavi

Errors made by

erformance is 
range from 1.7
ibull distribu
e researches.
be to replace 

e by the netwo
at the mistake
xcess. The ex
ones. 

he proposed ne

(red line) and
is more accur
nt in figure 8
ior. 

y the neural ne

much more f
75 to 4. This b
ution or influ
However, it i
the used batch

ork. In what c
es committed

xact quantities

etwork. 

d the real resp
rate for the fir
8 where the 

etwork. 

favorable for 
behavior may 
uence of trai
s important to
h mechanism.

onstitutes a po
are not only
for the limits

ponse provided
irst input grou
committed er

 

the first half 
be the result o
ining choices
o specify that 
. 

ositive feature
y small but ar
s of errors are

 

d by the traine
ups which wer
rror is plotted

of the graphi
of two possibl
s. The precis
if the behavio

e, the pattern 
re also equall

e 0.1358 for th

9 

ed 
re 
d: 

c, 
le 
se 
or 

is 
ly 
he 



 
 
10 
 
 

 
One i
low fr
of effi
offer a

 
Note 
estima
down 
percei
initial

important cha
requency of h

ficiency, reduc
a relation betw

Figu

that for the pr
ator never ma
to 0.09 main

ived that the 
l interval). 

aracteristic of 
high magnitud
cing thus the c
ween the redu

ure 10: Relatio

reviously give
ade mistakes 
ntaining the p
percentage is

Figure 9: Hi

the network’
de errors. This
confidence int
uctions of the c

onship between

en confidence
greater than 
percentage on
over 90 even

istogram of th

s performanc
s leads to the i
terval.  Follow
confidence int

n confidence 

e interval of 0
0.1378.  In fi
n 99. In fact,
n when the in

he network’s m

e that becom
idea of operat

wing this reaso
terval at netwo

interval and th

0.1378 the effe
figure 10, it is
 an even gre

nterval is at 0

Inte

mistakes. 

es evident aft
ting the netwo
oning, figure 1
orks effective

he effectivene

fectiveness wa
s visible that 
ater reduction
.05 (a reducti

eligencia Arti

 

fter analyzing 
ork under its m
10 was calcul

eness. 

ess percentage

as of 100% m
the interval c

n can be con
ion of more th

ficial 56 (201

figure 9 is th
maximum pea
ated in order t

 

e. 

meaning that th
can be reduce

nsidered if it 
han half of th

5) 

he 
ak 
to 

he 
ed 
is 

he 



 
 
Intelig
 
4.1 
A com
perfor
obtain
with t

Note 
gamm
and co
 
So, th
soluti
fast si
placin
 
Besid
reveal
provid
0.137
11, th
solvin
was le
 

It can
quant
in a c
mistak
Gauss

5 C
A neu
assum

gencia Artific

Comparin
mparison betw
rmed by the 
n the Weibull
the MoM. The

that in (3) is 
ma (Γ) function
omparing the 

he MoM invol
on is faster be
ince the prop

ng the scheme

des the speed c
ling evaluatio
ded a histogr
8 which signi

his time for t
ng equation (3
ess than 0.01. 

n be seen in fig
ities for the li
confidence in
kes are inferio
sian-like histo

Conclusio
ural network a
mption of We

ial 56 (2015) 

ng the Neu
ween the we
authors. Rega
l parameters. 
e mean (ܧሼܼሽ)

not possible t
n. To solve (3
result with	ܧሼ

lves estimatin
ecause it only 
osed neural n

e into a proper

comparison, w
on was perfo
ram of the err
ified and admi
he error com
3) by successi
 

gure 11 that th
imits of errors
terval of 1.28
or to |0.5|, but
ogram of error

ons and F
able to recogni
ibull distribut

 

ral Solutio
ell-known Me
arding proces
Expression (3
) and the varia

to obtain ߚ by
3), a binary se
ሼܼଶሽ ⁄ଶሼܼሽܧ .

g the mean an
requires rearr

network has o
r device such a

which does not
rmed regardin
ror committed
issible variatio

mmitted when 
ive iterations 

Figure 11: H

he MoM has a
s are 1.2750 f
875 (28% of 
this bring no 

rs. 

Future Re
ize the β shap
ted clutter. A

n with the 
ethod of Mom
ssing time, the
3) shows the 
ance (ܧሼܼଶሽ) 

ாሼ௓మሽ

ாమሼ௓ሽ
ൌ

୻

y isolating the
earch must be

nd the varianc
ranging the sa

only three lay
as an FPGA (F

t indicates cle
ing the precis
d by the neur
on of 3.1% of 
applying the
until the diff

Histogram of 
 

a longer interv
for the negativ
the initial int
advantage wh

esearch 
pe parameter o
After conducti

Method of
ments (MoM)
e MoM is slo
equation used
are calculated

୻ሺ
మ
ഁ
ାଵሻ

୻మሺ
భ
ഁ
ାଵሻ

      

e variable bec
e executed by 

ce of the samp
amples into hi
ers where the
Field Program

early the supre
sion of the o
ral alternative

f the initial int
e MoM to 74
ference betwe

the MoM’s m

val of error tha
ve mistakes an
terval). It’s a
hen compared

of the distribut
ng experimen

f Moments 
) and the pro
ower since it 
d in  [44] for 
d by processin

                   

cause there is 
placing ߚ val

ple set and ex
istograms. The
e neurons may
mmable Gate A

emacy of the n
output. In the
e, establishing
erval. A new h
0 input group
en expression

mistakes. 

an the propose
nd 1.3 for the 
lso visible in

d to the neural

tion was desig
nts on various

oposed neura
requires a bi

r estimating th
ng the samples

                   

no way to tak
lues to the rig

xecuting a sear
e rest of the p
y be executed
Array) kit. 

neural solution
e previous se
g the confide
histogram is s
ps. The result
ns at both sid

 

ed neural solu
positive ones

n figure 11 th
l solution that 

gned in MATL
s hidden laye

1

al solution wa
inary search t
he ߚ paramete
s. 

                 (3

ke ߚ out of th
ght of the equa

rch. The neur
process is reall
d in parallel b

n, a much mor
ction, figure 

ence interval a
shown in figur
t was obtaine
es of the equa

ution. The exac
s, which resul
hat most of th

also displays 

LAB, under th
er sizes, it wa

11 

as 
to 
er 

3) 

he 
al 

al 
ly 
by 

re 
9 
at 
re 
ed 
al 

ct 
ts 

he 
a 

he 
as 



 
 
12  Inteligencia Artificial 56 (2015) 
 
 
concluded that an artificial neural network with 17 neurons was ideal for solving the problem. The proposed 
solution manages to work perfectly for a confidence interval of 0.1378, while it operates with an effectiveness of 
99.9% for a range of 0.1150, with 99% for 0.09, and with 90% for a 0.05 interval. The constructed scheme 
exceeds by far the results achieved with the traditional method of moments. The obtained estimator has two main 
applications: (1) improvement of target discrimination by identifying more accurately clutter states, and (2) 
recognition of clutter anomalies related to natural disasters such as oil spills.  
As a future research line, the author recommends the creation of a second system that transforms ߚ into the right 
choice of the CA-CFAR K adjustment factor, in order to adapt the operation of the popular detector to the 
variation of clutter states. It is also recommended to develop similar systems based on neural networks under 
assumptions of others types of clutter, such as: Log-Normal, Log-Weibull and K distributions. 
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