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Abstract A face recognition (FR) problem involves the face detection, representation and classification steps.

Once a face is located in an image, it has to be represented through a feature extraction process, for later

performing a proper face classification task. The most widely used approach for feature extraction is the eigenfaces

method, where an eigenspace is established from the image training samples using principal components analysis.

In the classification phase, an input face is projected to the obtained eigenspace and classified by an appropriate

classifier. Neural network classifiers based on multilayer perceptron models have proven to be well suited to

this task. This paper presents an array of multilayer perceptron neural networks trained with a novel no-class

resampling strategy which takes into account the balance problem between class and no-class examples and

increases the generalization capabilities. The proposed model is compared against a classical multilayer perceptron

classifier for face recognition over the AT&T database of faces, obtaining results that show an improvement over

the classification rates of a classical classifier.
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1 Introduction

Over the last years, face recognition (FR) has become one of the most popular biometric technologies.
Its objective is to automatically identify a person from a picture or a frame in a video source [29]. A
complete automatic FR system includes the following stages: face detection, face representation and face
classification. Face detection refers to finding a human face in the scene by means of image processing
techniques. The face is then represented through an appropiate feature extraction method, which extracts
useful information for the classification. The final stage corresponds to the recognition itself using some
classifier, designed according to the previous extracted data.

The feature extraction methods can be divided into two main classes: a global representation by means
of an holistic face encoding and a local component representation using the geometry of facial features
[29]. In the first group, a widely used technique is the eigenfaces [24], which consists of the application
of the principal component analysis (PCA) [14] for dimensionality reduction. This technique obtains the
feature vectors with a mapping of each image into a space previously established by PCA. The methods
of the second group generally involve more complex techniques to locate and measure facial components,
finding geometric relationships that add robustness against pose changes [11].

The classification is then carried out using an appropiate classifier. For this task, different models
have been proposed, from simple statistical pattern recognition approaches like Euclidean distance or
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k-nearest-neighbors up to ensemble solutions based on hundred of weak classifiers [15]. Neural networks
have also proved to be well-suited for this problem, with the multilayer perceptron (MLP) being one of
the most popular models [8].

In this work, an array of neural networks is proposed along with a novel training algorithm to approach
the class and no-class examples balance problem and the overfitting. The proposed classifier consists of
one MLP for each subject (valid or authorized person), with a final decision made over the network
outputs of the complete array. To overcome the no-class balance problem and increase the generalization
capabilities, a resampling training procedure is proposed and applied to each MLP during training.
Resampling [22] is any of a variety of methods for using subsets of available data, randomly selecting
training examples from a set of data points. Our proposal is a special case, performing it only over no-class
examples instead of all training patterns, and without changing their probability of being chosen. The
novel algorithm here presented involves the use of different training patterns at every epoch in order to
present all negative samples to the MLP. The model and training algorithm has been compared against
a classical MLP classifier, significantly improving the classification rates in the comparison of several
possible model configurations.

The outline of the paper is as follows. Section 2 reviews the previous work on face recognition using
neural networks, mainly the investigations closer to the approach here presented. In Section 3, the
formulation of the eigenfaces as a feature extraction method is outlined. Section 4 describes the proposed
model: the fundamentals of the architecture and operation of the array of neural networks, together
with the novel no-class resampling algorithm. Section 5 presents the face database used and the designed
experiments, together with a discussion of the results obtained. Finally, Section 6 presents the conclusions
and outlines future research.

2 Related work

Among appearance-based methods, the PCA-based linear projection of the complete face into a subspace,
also named eigenfaces method [24], is the most widely applied approach to the feature extraction problem.
As an alternative, independent component analysis (ICA) minimizes high-order statistical dependency
on the input data and performs better than PCA on changes in expression, face across days or partial
oclussions [2, 12], but PCA outperforms ICA when the data set is small [18]. The linear discriminant
analysis (LDA) [3] also obtains a linear projection from the input data but maximizing the discrimination
between classes. A generalization of the previous linear methods was proposed with the use of kernel
methods [27, 17] and combined approaches [25]. An extension of PCA to 2D was presented in [26], which
obtains a covariance matrix much smaller than the 1D case.

From these global features, neural networks have been proposed for classification in several studies.
The MLP feedforward neural network can be trained with the backpropagation algorithm to classify the
eigenfaces [13, 8]. It has been also applied to combinations of global features like PCA and LDA in a
recent work [21]. In order to get better performance in difficult situations, like illumination changes and
occlusions, novel investigations use the MLP to classify the eigenfaces obtained from infrared thermal
images [4]. Among many other neural network models, the radial basis function (RBF) is a model
extensively used, mainly with local features as input patterns [1, 28].

Classifiers based on multiple neural networks –the modular networks– were also applied to face recog-
nition. In such systems, the class label is assigned with a final decision calculated from the outputs of
each single classifier. In this context, modular networks based on MLP have been proposed for different
tasks, that is, locate a face in the image [19] or recognize a face from an unseen view [7].

New trends in the application of neural networks to biometry include multimodal systems that combine
face recognition with other biometric identification techniques, such as speech recognition [6], or the more
recent approach based on 3D imaging [5].

3 Feature extraction using principal component analysis

Principal component analysis (also called Karhunen-Love transformation) is a standard technique used in
statistical pattern recognition for dimensionality reduction. It applies an orthogonal linear transformation
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that decorrelates variables, retaining the ones that most contribute to the maximum variance contained
in the pattern –the principal components– and discarding the rest [9].

A grayscale image with size W in width and H in height can also be considered as one dimensional
vector of dimension N = W × H. Considering a group of images with the same configuration, each of
them corresponds to a point in a N -dimensional space. In this way, if we deal with aproximately similar
images of faces, they will be located in a small region of the space. Here, the aim of PCA is to select a
lower dimensional subspace that best represents the original images. As we will see, the new vectors are
given by the eigenvectors of the covariance matrix corresponding to the original images, and because of
its appearance they are refered to as eigenfaces.

In order to calculate the eigenfaces, first of all we need a training set of M face images ~Γ1, ~Γ2, . . . , ~ΓM ,
ideally of a well-known set of subjects in the database. Each ~Γi is a N -dimensional vector containing the
N pixels of the i-th image.

The goal is to calculate the eigenvectors ~ui of the covariance matrix of the ~Γi. Defining the mean
face as ~Ψ = 1

M

∑M
i=1

~Γi and the difference between each image and the mean face as ~Φi = ~Γi − ~Ψ, the
covariance matrix is given by

C =
1
M

M∑
i=1

~Φi
~ΦT

i , (1)

resulting a large N ×N matrix even for small image sizes.
Calculating the eigenvectors of (1) is a computational intensive task. The method described in [24]

is commonly used, which defines A =
[
~Φ1

~Φ2 · · · ~ΦM

]
as a N ×M matrix (N rows, one for each image

pixel, and M columns, one for each subject). This way, its covariance matrix AAT has a size N ×N but
AT A is a M ×M matrix. Then, defining

L = AT A (2)

where
Lij = ~ΦT

i
~Φj (3)

and calculating the M eigenvectors ~vi of L, the eigenfaces are calculated as

~ui =
M∑

j=1

~vij
~Φj , i = 1, . . . ,M. (4)

Also, ~ui eigenvectors can be ranked by their associated eigenvalue, and the first M ′ higher eigenfaces
can be chosen according to the desirable proportion of total image variance to be represented. Generally,
the number of training images will be smaller than the number of pixels in the images (M � N), so the
number of operations are significantly reduced.

Any input image ~Γ can be projected in a M ′-dimensional space (the “face space”) by

~Ω = ~uT (~Γ− ~Ψ). (5)

Hence, ~Ω forms the M ′−dimensional feature vector that represents the image ~Γ and that can be used
as input in a classifier with fixed input size regardless of the number of pixels N of the original picture.

4 Proposed model architecture and training

4.1 Array of Multilayer perceptrons classifier

In this work we propose a classifier based on an array of feedforward multilayer perceptron networks. The
model is an array of MLPs (aMLPs), where there is one MLP model for each subject k to be recognized,
with k = 1 . . . K being K the total number of subjects. Therefore, the aMLPs model is formed by K
networks like the one shown in Figure 1.b). Each network output should take a value of 1 if the subject
is recognized or 0 otherwise. This array of classifiers has been compared against a classical MLP having
K output neurons, one for each subject to be recognized (see Figure 1.a).
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Figure 1: a) Classical MLP classsifer. b) Proposed array of MLPs (aMLPs) model.

The first layer of each MLP in the aMLP is a set of I input neurons, where each input is an eigenspace
point (~Ω) such that I = M ′, and there are J hidden neurons. When an image ~Γ has to be classified, its
projected eigenspace point ~Ω is used as input for the classifier, that is to say, it is presented to all the K
networks defined for the aMLPs model, and the maximum output obtained among all network outputs is
assigned a class label. If a picture of the kth-subject has been presented to the model, a value of (near)
1 is expected at the kth network.

The model parameters (weights and biases) are randomly initialized between -1 and 1 at the beginning
of the training phase. Each neuron in the hidden and output layer has a sigmoid activation function. All
the MLPs are trained with the standard backpropagation with momentum algorithm [20].

4.2 No-class Resampling Training Strategy

Two training strategies have been applied. The first one is the basic approach and involves training
each classifier with 8 images of the class subject, plus 8 images of each of the remaining subjects (39).
The second procedure is a novel approach that tries to improve model generalization resampling over the
negative examples for each class at each training epoch, and at the same time overcoming the class and
no-class imbalance problem

The proposed no-class resampling training (NCRT) involves changing, dynamically on training time,
the no-classes examples for each classifier. Each network is trained with 8 positive training patterns for
the subject (class) and 8×R negative patterns, formed by 8 pictures of R other subjects (no-class). After
10 epochs, the R subjects are changed until the whole set of pictures has been sampled. A summary of
the implemented method can be found in the pseudo-code of Algorithm 1. A variant of this algorithm has
been also implemented, which simply involves iterating the training algorithm until a predefined mean
square error (MSE) is reached, instead of resampling the no-class examples space after a fixed number of
epochs.

5 Results and discussion

This section presents the data used for testing the proposed aMLPs model, the experimental design, the
obtained results and their discusssion.

5.1 Face image database and feature extraction

For our experiments, the AT&T Laboratories database of faces (formerly, also referred to as ‘The ORL
database of faces’) has been used1. It has been selected because it is widely used in the face recognition
literature [16].

In this database, there are 10 different images of each of 40 persons of different gender, ethnic back-
ground and age (see Fig. 2). For some subjects, the images had been taken at different times, varying the
lighting, facial expressions (open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses).

1AT&T Laboratories Cambridge, The ORL Database of Faces. http://www.cl.cam.ac.uk/research/
dtg/attarchive/facedatabase.html
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Algorithm 1: No-class resampling training procedure for the aMLPs: fixed epochs stopping.
Data:

K: number of MLPs in the array (also number of classes)
N : number of positive training samples
R: negative/positive training samples ratio

Results:
Θ: trained array of K MLPs

begin
for 1 ≤ k ≤ K do

clear the training set T
add N positive samples of class k to T
for 1 ≤ i ≤ 10 do

initialize the network at random
repeat

pick a different set of N ×R no-class samples and add them in T
train 10 epochs with shuffling over T
remove the no-class samples from T

until all negative classes covered
Θk ← network with minimum MSE

end

Figure 2: Samples face images from the AT&T database of faces.

All the images were taken against a dark homogeneous background with the subjects in an upright,
frontal position (with tolerance for some side movement). The complete database contains 400 grayscale
face images of size 92× 112 pixels.

When the eigenfaces are ranked by magnitude of their corresponding eigenvalues, only the top M ′

eigenfaces need to be used. In [23] a limited version of the AT&T database of faces (M = 115) was
evaluated and 40 eigenfaces were sufficient for a very good description of the face images. However, since
we are using the whole set of subjects and pictures of the database (M = 400), the number of sufficient
eigenfaces has been determined experimentally. We have used the method explained in Section 3 for
choosing a subset of M ′ eigenfaces between M = [1, 400], according to three levels of variance among the
images. Several experiments were performed for representing, approximately, the 75%, 80%, and 85% of
variance of all the images database, which correspond to M ′ = 25, M ′ = 50, and M ′ = 75 eigenfaces
(inputs to the aMLPs model), respectively.

5.2 Experimental Results

The proposed aMLPs, with K = 40 networks, versus a classical MLP model with K output neurons have
been tested using as comparative measurement their classification rate over the above detailed database
of images. The results of the comparison are reported in Table 1 for several model configurations1. Each

1Using a 2.6 GHz Intel Core 2 Duo processor and 4 GB RAM memory.
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Table 1: Comparison between a classical MLP classifier and the proposed aMLPs model. NCRT strategy
for a fixed number of epochs: 10 epochs, R = 3.

Neurons MLP+basic aMLPs+basic aMLPs+NCRT
I=25, H=25 66.55% 72.85% 72.20%
I=25, H=50 69.80% 72.37% 71.77%
I=25, H=75 68.75% 72.10% 70.85%
I=50, H=25 84.35% 88.42% 89.05%
I=50, H=50 85.25% 88.70% 89.07%
I=50, H=75 85.00% 87.90% 88.27%
I=75, H=25 87.77% 92.47% 92.47%
I=75, H=50 89.25% 92.47% 93.07%
I=75, H=75 88.15% 92.12% 92.82%

Table 2: Comparison between a classical MLP classifier and the proposed aMLPs model. NCRT strategy
for a fixed MSE: MSEGOAL = 2.5e− 04, aMSEGOAL = 1e− 04.

Neurons MLP+basic aMLPs+basic aMLPs+NCRT
I=25, H=25 68.12% 74.27% 73.25%
I=25, H=50 71.80% 73.55% 73.97%
I=25, H=75 71.30% 72.57% 73.97%
I=50, H=25 85.50% 88.77% 89.45%
I=50, H=50 86.87% 88.67% 89.97%
I=50, H=75 87.02% 88.65% 90.52%
I=75, H=25 89.25% 92.52% 93.07%
I=75, H=50 90.35% 92.30% 93.17%
I=75, H=75 90.57% 92.15% 93.47%

model training has been repeated ten times, and the average performance of each model on ten testing
runs has been calculated. The training algorithm used is backpropagation with momentum [20], combined
with a 5-fold cross-validation procedure [10]. In each cross-validation partition of the database of faces,
from all 10 images available per subject, 8 images of each 40 subjects (320 images) have been used for
training purposes, and 2 images per subject have been used for testing (80 images).

Classification rates obtained for a classical MLP model with the standard training, the proposed
aMLPs model with the standard training and the aMLPs trained with the proposed NCRT strategy are
reported.

It can be observed that for all tested configurations, with different number of input and hidden neurons,
the aMLPs model has obtained a better classification rate than a classical classifier for the database of
images used. As could be expected, when more eigenfaces are included as inputs, better results can be
achieved. However, the proposed aMLPs model with only 50 inputs can achieve almost 90% accuracy in
recognition, while the classical MLP model needs more input eigenfaces to achieve a similar rate.

As can be seen, the NCRT strategy has improved significatively the classification rate of the aMLPs
model when compared to a classical model. It can be said that the NCRT strategy may help in making a
better use of the training patterns when there are scarce available data, balancing dynamically between
class and no-class examples and improving the generalization capabilities. The second variant of the
NCRT strategy, which uses as stopping criteria a minimun MSE, has been tried as well, obtaining very
similar results (see Table 2) with a significant reduction in the training time.

Moreover, the sampling of the training space proposed by the NCRT strategy not only helps improving
classification rates but also training time. In fact, the NCRT strategy used for the aMLPs model is al
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Figure 3: Training time vs. Classification rates using NCRT strategy for aMLPs with I = 50, H =
50, K = 40.

least 3 times faster than a classical training schema for achieving the same recognition rates. The novel
NCRT strategy allows reaching better classification rate than the classical training, adjusting the model
parameters, however, a significant minor number of times.

Figure 3 shows the relationship between training time and classification rate for aMLPs with I =
50, H = 50. It can be seen that when few negative examples are used, training time is high because it
is hard for the model to learn from a few examples and also training epochs will be high. When a high
number of negative examples is used, the training time is increased because the high number of no-classes
examples. The intermediate situation can be found around 3 or 4 negative or no-class examples, which is
where the highest classification rate and the minimun training time are reached. Furthermore, starting
from 4 negative examples the training error rate is always 100%, giving a simple stopping criterion to
maximize the generalization capabilities of the array.

In summary, additionaly to perform a better re-sampling of the no-class training space, in a reduced
time, when compared to a classical MLP classifier, the recognition rates obtained with the variable
training procedure are the highest.

6 Conclusions and future work

In this paper, an array of neural networks for face recognition and a novel no-class resampling training
method for improving classification rates have been presented. The proposed model consists on one
multilayer perceptron for each subject to recognize, performing the classification by the maximal output
calculation among all the networks outputs.

The array of networks has been compared with the classic multilayer perceptron with one output
unit for each subject. The obtained results showed an important improvement on the recognition. The
novel NCRT strategy allows reaching the same classification rate as the aMLP with standard training
but adjusting the model parameters a significant minor number of times.

Our future work includes using simpler network models for the aMLPs, for example, less hidden units
in each network in the array, because in fact each one of them has to solve a simpler problem than
the classical MLP classifier. We are also thinking in comparing the proposed NCRT algorithm against
existing resampling or bootstrapping methods.
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